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ABSTRACT 

A theory of static state feedback for multivariable 
continuous-time nonlinear systems is formulated. The 
theory applies to systems described by differential 
equations of the form it) = f(x(t),u(t)). The basic objec­
tive is to design static state feedback compensa tors 
which achieve the following properties: (i) the state space 
trajectory of the closed loop system is confined within a 
specified subspace, and (ii) the closed loop system is in­
ternally stable. An explicit method for designing such 
compensators is developed. The construction of the 
compensators involves only quantities directly derived 
from the given function f. 

1. INTRODUCTION 

In many practical applications it is necessary to 
stabilize a nonlinear system, while guarantying that its 
trajectories stay confined within a specified subspace of 
the output space. For example, in most design applica­
tions, it is required that the amplitudes of the compo­
nents of the output vector do not exceed a prespecif ied 
level, usually determined by the physical specifications 
of the devices on which they appear. Thus, the output 
vectors are required to stay confined within the sub­
space determined by the maximal amplitude levels. 
Other examples abound. 

Consider for instance the design problem of an au -
topilot for an airplane. As well known, excessive maneu­
vers may reduce the airplane's lift force below the criti­
cal level, causing the airplane to stall and fall. In order to 
avoid this danger, the autopilot controller can be de­
signed so that the steering surfaces of the airplane never 
tilt beyond the safety range for each level of airspeed. 
Here again it is necessary to confine the output of the 
system to within a certain subspace of the output space. 

Another class of examples is related to the control of 
biological systems. Consider a biological system consisting 
of n cells, each of which can be described by k dy­
namical variables, so that the entire system has nk 
dynamical state variables. The cells may grow or recede, 
and each cell may divide into two new cells or die. For 
the sake of demonstration, assume that the division or 
death of a cell is controlled by one of its dynamical 
variables, say Xj, so that division of the cell occurs when 
xJ > 13 and death of the cell occurs when Xj < ex, where 
ex < 13 are fixed real numbers. Then, in order to prevent 
the cell from dying or dividing, namely, in order to sta­
bilize the number of cells, it is necessary to design a 
controller guarantying that ex < x j < 13 for all appro pri­
a le state variables Xj. Thus, it is again necessary to con­
fine the system to within a proper subspace of its output 
space. Note that the problem of con trolling biological 
systems is of critical importance, since it is related to the 
restrain of cancerous phenomena, many of which may 
be regarded as manifestations of instabilities in the re­
productive process of cells. 

For systems whose output is their state, the problem 
of confining the output to a specified subspace becomes 
the problem of creating an invariant subspace within 
the state space of the system. Whenever the system is 

started from an initial condition in that subspace, it is 
required to stay within the subspace at all times. In 
addition, internal stabilization of the entire control 
configuration is also necessary. The objectives are to be 
achieved by nonlinear static state feedback. 

Technically, let ! be the given system, let '\J be its 
output space, and let 'IJ be a suitable subspace of '\J. 
The basic objective is to construct an internally stable 
closed loop control configuration around I so that all 
possible output vectors y(t) of the closed loop system at 
the time t satisfy y(t) E 'IJ for all t 2: 0, whenever 
y(O) E 'IJ. Presently, we assume that there is a coordi­
nate transformation of the output space 'lJ under which 
the subspace 'IJ transforms into a rectangular box V. 
We denote by L the system obtained from ! after this 
coordinate transformation, and, to simplify notation, we 
regard L as the given system. Then, our basic control 
problem reduces to the following 
(1.1) RECTANGULAR CONFINEMENT PROBLEM. Let L be 
a given nonlinear system, let y(t) denote its output 
vector at the time t, and let n be the dimension of 
y(t). Also, let cx1, ... ,cxn, 131, ···,l3n be specified real num­
bers, where °'i < l3i for all i = 1, ... ,n. Design an inter­
nally stable closed loop configuration around L, whose 
output vector y(t) at the time t satisfies °'i < Yi(t) < 
l3i for all i = 1, ... ,n and all t 2: 0. 

In HAMMER [1989d], an implementable sol 1...ttion was 
presented to the problem of rectangular confinement 
(with internal stabilization) for nonlinear continuous­
time systems which have their state as output. The so­
lution is based on the use of static state feedback. The 
purpose of the present talk is to review and reinterpret 
these results, and present them in concise form. 

Consider a nonlinear system L described by a dif­
ferential equation of the form 

(1.2) x(t) = f(x(t),u(t)), x(O) = Xo, 
where x(t) is an n-dimensional real vector describing 
the output of the system at the time t, and u(t) is an 
m-dimensional real vector describing the input of the 
system at the time t. The function f is assumed to be 
continuously differentiable. A representation of the form 
(1.2) is usually called a state representation of the sys­
tem L, and x(t) is identified as the state of the system 
at the time t. A system that can be represented in the 
form (1.2) is called an input/state system. Assume for 
now that (1.2) has a unique solution x(t), t 2: 0, for all 
relevant initial conditions xo and input functions u(t), 
t 2: 0. The system L is enclosed in a static state-feed­
back loop of the form 

~ o(x,v)-1 u-~-~ ___ , 1 

(1.3) ~ ... ~~~~~~~~~ ........... 
where a is a continuously differentiable function repre­
senting the feedback, and v represents an external in -
put. The closed loop system described by the diagram is 
denoted by t 0 . As can be easily seen, Lcr is still an in­
put/state system, with a state representation given by 



(1.4) }it)= f(x(t),cr(x(t),v(t))). 

The present note presents necessary and sufficient con­
ditions for the existence of continuously differentiable 
feedback functions cr which internally stabilize the 
closed loop (1.3) while providing desired rectangular con­
finement of the output vector x. Furthermore, when­
ever such feedback functions exist, a procedure for their 
computation is outlined. Finally, a computational exam­
ple is provided. 

The technical background for this presentation is 
taken from HAMMER [1989d and bl. Alternative recent 
investigations on the stabilization of nonlinear control 
systems can be found in HAMMER [1984, 198 9a, b, c], 
DESO ER and KABULI {1988], SONTAG [198 9], VERMA 
(1988], TAY and MOORE [1989], the references cited in 
these papers, and others . 

2. NOTATION AND BASICS. 

The systems considered here are described by differ­
ential equations of the form 

(2.1) }it) = f(x(t),u(t)), x(O) = xo, 
where t ?: O; x(t) E Rn is the state of the system; and 
u(t) E Rm is the input of the system. The function f : 
Rn x Rm - Rn : (x, u) i-+ fCx, u) is called the state repre­
sentation function of the system, and is assumed to be 
continuously differentiable for all relevant x and u. 
The system represented by (2.1) is denoted by L. For the 
sake of simplicity, we assume that the system L is time 
invariant, namely, that the function f does not explic­
itly depend on the time variable t. 

ln order to control the system L, we insert it into 
the closed loop configuration (1.3). Here, cr : RnxRm----+ 
Rm : (x,v) 1---7 cr(x,v) is again a continuously differen­
tiable function, serving as the state-feedback, and v is 
the external input variable of the closed loop . The way 
the feedback function cr depends on the external input 
variable v is of interest, and the following two extreme 
cases arise: (i) cr does not depend at all on v, in which 
case cr(x,v) = cr(x); and (ii) cr(x,v) is injective in v for 
every state x. The first case yields a pure feedback 
configuration with no external input v, whereas the 
second case yields a reversible feedback configuration 
(HAMMER [1989a]), which plays an important role in the 
theory of fraction representations for nonlinear systems. 
1t seems that in the context of control theory, these two 
extreme cases are the most important ones. The present 
note deals with case (i), where the external influence on 
the closed loop is only through the initial condition x O· 
The feedback function cr is then simply a continuously 
differentiable function Rn ----+ Rm : x 1--7 cr(x), and the 
closed loop system Lcr becomes 

(2.2) }it) = f(x(t),cr(x(t))), x(O) = xo. 
Before stating our basic technical problem, we need 

some notation. Let Xi be the i-th component of a vector 
x E Rn. Denote by [-a,a]n, where a > 0 is a real num­
ber, the set of all vectors x E Rn for which lxil ~ a for 
all i = 1, ... ,n. As usual, our time set is the set R + of all 
non-negative real numbers, so that the response of the 
system L is simply a function x : R + - Rn. Let C(Rn) 
be the set of all continuous functions h : R+ - Rn. For a 
real number a > 0, let C( am) be the set of all functions 
u E C(Rm) satisfying lui(t)I ~ a for all t ?: 0 and all i 
= 1, ... ,m, namely, the set of all continuous functions 
bounded by a. Denote by x T the transpose of a vector 
x E Rn. Given two vectors ex, x E Rn, where ex = (cx1, 
... ,cxn) T and x = (x1, ... ,xn) T, let x ?: ex (respectively, x > 
ex) indicate that Xi ?: cxi (respectively, Xi > cxi) for all i = 

1, ... ,n. For two vectors ex, 13 E Rn, where ex < 13, denote 
by [cx,13] (respectively, (cx,13)) the set of all vectors x E 

Rn satisfying (Xi ~ xi ~ l3i (respectively, (Xi < xi < f3 i) for 
all i = 1, ... ,n. Let C((cx,13)) be the set of all functions x 
E C(Rn) satisfying x(t) E (cx,13) for all t ?: 0. More gen­
erally, for a subset S c Rn, let C(S) be the set of all 
functions x E C(Rn) satisfying x(t) E S for all t ?: 0. 
We consider rectangular confinement within the domain 
((X,13), and refer to it as (oc,13)-confinement. 
(2.3) (cx,13)-CONFINEMENT BY PURE STATE FEEDBACK. Let 
r be an input/state system described by the differential 
equatlon (2.1), where the state representation function f 
: RnxRm - Rn is continuously differentiable. Let (X, 13 E 

Rn, where ex < 13, be two fixed vectors. Find a continuous 
feedback function cr : [cx,13] ----+ Rm : x ~ cr(x), which is 
continuously differentiable over (cx,13), and for which the 
following holds. The differential equation (2.2) has a 
unique solution x(t), t ?: 0, for any initial condition xo E 

((X1 f3), and this solution satisfies (X < x(t) < 13 for all t?: 
0 .• 

The definition of confinement uses the open domain 
(cx,13) order to permit the incorporation of disturbances; 
when a disturbance 11(t) is added to x(t), the sum x(t) 
+ v(t) is still required to be within the domain [cx,13] of 
the feedback function cr. Consequently, the trajectory 
x(t) itself has to be confined to the interior. 

Note that when rectangular confinement is com­
bined with an appropriate coordinate transformation of 
the state space, it facilitates the confinement of the 
closed-loop system response to rather general subspaces, 
and not just to subspaces of the form (ex ,f3). 

The solution of the (cx,13)-confinement problem re­
viewed here (from HAMMER [1989d]) also yields an ex -
plicit and implementable method for internal stabiliza­
tion of the given system L by state feedback. It is valid 
for a very general class nonlinear continuous-time in -
put/state systems. The fact that the resulting theory of 
stabilization is closely linked to the solution of the con­
finement problem is really a substantial advantage from 
a practical standpoint, since in engineering practice 
problems of stabilization and confinement are in many 
cases inseparable. Usually, amplitude bounds at various 
points of a designed system have to be guaranteed as 
part of the stabilization process, to avoid physical dam­
age to components. The necessary and sufficient condi­
tions for the existence of a stabilizing state feedback 
function cr, as well as the construction of cr, depend 
only on quantities directly derived from the given state 
representation function f of L. The conditions are ex­
plicitly verifiable and the construction of cr is imple­
mentable. 

In preparation for a discussion of the notion of stabil­
ity, we introduce some norms. The usual L 00 -norm on 
Rn is denoted by 1·1, and is given by the maximal abso­
lute value of the coordinates lxl := max {lx1I, ... ,lxnD. The 
L 00 -norm on C(Rn) is also denoted by l·I, and is given 
by lhl := Supt ~ o lh(t)I for a function h E C(Rn). The 
notion of continuity that we use for systems is with re­
spect to a weighted L 00 -norm p on C(R n), which is 
given by 
(2.4) p(h) := Supt ~ o Ttih(t)I, h E C(Rn). 

We shall combine the norm p with a separate 
boundedness requirement, and use it in our definition of 
stability. The resulting stability notion conforms with the 
intuitive conception of stability in control theory (see 
HAMMER [1989d] for a detailed discussion). 

Let L be a system described by the differential 
equation (2.1), and assume (2.1) has a unique solution 
x(t), t ?: 0, for any relevant initial condition xo and in­
put function u. Then, the system L may be regarded 



as a map L : Rn x C(R m) - C(R n) which assigns to each 
pair (xo,u) E Rn x C(R m) an output function x E C(R n), 
where xo E Rn is the initial condition and u E C(Rm) is 
the input function. Given a subset A c Rnxc(Rm), let 
L{A} be the image of the set A through L, namely, the 
set of all output functions generated by the system L 
from elements of A. Sometimes, the initial conditions of 
the system L are known to be restricted to a prescribed 
subset S c Rn, and its input functions are known to be 
restricted to a subset C c C(R m). We shall indicate such 
restrictions simply by writing L : SxC - C(Rn). Now, let 
w, e > 0 be two real numbers. The set of initial condi­
tions in S that are bounded by w is clearly S n 
[-w ,w]n, and the set of input functions in C bounded by 
e is C n C( ,em). The response of L to the entire set of 
such initial conditions and input functions is L{[S n 
[-w,w]n]x[C n C(em)]). 
(2.5) DEFINITION. A system L : SxC - C(Rn) described . 
by the differential equation (2.1) is BIBO (Bounded-Input 
Bounded-Output)-stable if the following conditions hold: 
(i) For every initial condition x 0 E S and every input 
function u E C, the equation (2.1) has a unique solution 
x(t), t ~ O; and (ii) For every pair of real numbers w, e 
> 0, there exists a real number M > 0 such that L {[S n 
[-w,w]n]x[C n C(,em)]} c C(Mn) + 

Next, define the norm p on the space RnxC(Rm) 
by setting 
(2.6) p(x,u) := lxl + p(u) 
for all ::-: E Rn and all u E C(R m ). The same symbol p 
is used here to simplify notation. The notion of stability 
employed in the present paper is then as follows. 
(2.7) DEFINITION. A system L : SxC - C(R n) is stable if 
it is BIBO-stable, and if, for every pair of real numbers 
w, e > 0, its restriction L : [S n [-w,w]n]x[C n C(em)] -
C(Rn) is a continuous function (with respect to the norm 
p) .• 

An important property of the notion of stability de­
fined in (2.7) is the simplicity it lends to the theory of 
stabilization of nonlinear systems. Indeed, as the next 
statement indicates (see HAMMER [1989d] for proof), a 
system described by a differential equation of the form 
(2.1) is stable whenever it is BIBO-stable. In other words, 
boundedness (with respect to the L 00 -norm) of the out -
put functions x(t), t ~ 0, implies their continuous depen­
dence on the initial condition xo and on the input 
function u. This is in close analogy to the situation in 
the discrete-time case (HAMMER [1989a]). 
(2.8) PROPOSITION. Let L : Rnxc(Rm) - C(Rn) be a sys­
tem described by (2.1), where f : RnxRm - Rn is a 
continuously differentiable function. Then, if the system 
L is BIBO-stable, it is also stable. 

We consider next the effects of inaccuracies on the 
performance of the closed loop system (1.3). There are 
two rnam sources of inaccuracies - the state representa -
tion function f of the system L and the feedback 
function cr. To take these inaccuracies into account we 
introduce two noise signals v1 and v 2· The noise si~nal 
v1 E C(E n) is injected in to the differential equation de­
scribing the systern L to accommodate inaccuracies in 
f. The equation with the noise becomes 

(2.9) }it) = f(x(t),u(t)) + v1(t) . 
The noise signal v2 E C(E m) represents inaccuracies in 
the feedback function cr, in the form 
(2.10) u(t) = cr(x(t)) + v 2(t). 

In both cases, the real number E > 0 represents the 
level of inaccuracies and noise. Disturbances on the ini­
tial condition xo are already permitted by the notion of 
input/output stability discussed earlier, and so need no 
special consideration. 

Formally, we regard v1 and "l)2 as external inputs 
(over which no control is provided). The closed loop sys­
tem L 0 becomes then a map Lcr: RnxC(En)xC(Em) -
C(Rn), where the terms in the cross product represent 
the initial condition xo, the noise "l)1, and the noise v2, 
respectively. We now define the notion of internal stabil­
ity. 
(2.11) DEFINITION. Let w, e > 0 be real numbers, and 
let S c [-w,w]n be a subset.The closed loop system (1.3) 
is internally stable (over the bounded domain S of initial 
conditions) if there is a pair of real numbers E, N > 0 
such that the closed loop system Lcr has a unique re­
sponse x(t), t ~ 0, for all xo ES, "l)1 E C(En), and v2 E 

C(Em), and the following hold. 
(i) Lcr {SxC(En)xC(Em)} C c(Nn), and 

(ii) The map Lcr: SxC(En)xC(Em) - C(Rn) is continu­
ous (with respect to p). 

The number E is referred to as the noise level. + 
When the noises v1 and v 2 are present, we shall 

refer to the (cx,13)-confinement problem as the disturbed 
(cx,13)-confinement problem. To solve it we need to find a 
continuous function a : [cx,13] - Rm which is continu­
ously differentiable over (cx,13), and for which the follow­
ing is valid: the closed loop system Lcr of (1.3) is well 
defined for all relevant initial conditions and noise sig­
nals, and satisfies Lcr {(cx,13)xC(En)xC(Em)} C C((cx,13)) for 
some real number E > 0. Note that the differential 
equation describing the closed loop system Lcr with the 
noises v1 and v2 present is given by 

(2.12) }it) = f(x(t),cr(x(t))+v 2(t)) + "l)1(t), x(O) = x 0 . 

Regarding v1 and v2 as (unspecified) input functions, 
introduce the augmented input vector w(t) := 
("l)1(t),"l)2(t)) E Rn+m, t ::'!: 0, and define the function 

(2.13) g(x,w) := f(x,0(x)+"l)2) + 'U1. 

Then, the differential equation of the closed loop system 
becomes 

(2.14) it) = g(x(t),w(t)), x(O) = x 0 , 

where the function g: RnxRn+m is continuous (or con­
tinuously differentiable) wherever the functions f and 
a are continuous (or continuously differentiable). By 
definition, internal stability of the closed loop system Lcr 
simply means stability over the augmented input space 
(cx,13)xC(En)xC(Em). By Lemma (2.8) the latter is equiva­
lent to BIBO-stability over the same input space. Now, if 
cr is a solution of the disturbed (<X,13)-confinement prob­
lem, the closed loop system t cr has a unique solution 
x(t), t ~ 0, for any initial condition xo E (cx,13) and for 
any noise signals v1 E C(En) and "l)2 E C(Em), and this 
solution satisfies x(t) E (cx,13) for all t ~ 0. Recalling that 
BIBO-stability means existence of a unique solution and 
boundedness, these facts imply the following conclusion 
(HAMMER [198 9d]). 
(2.15) PROPOSITION. Let L be a system described by the 
differential equation (2.1), where f : R nxRm - Rn is a 
continuously differentiable function. Let ex < 13 be two 
fixed vectors in Rn, and let cr : Rn - Rm be a continu­
ously differentiable feedback function. If cr is a solution 
of the disturbed (cx,13)-confinement problem for the sys­
tem t, then the closed loop system Lcr is internally 
stable (over the domain (cx,13) of initial conditions). 

Thus, a solution for the disturbed (<X,13)-confinement 
problem also yields internal stabilization of the given 
system L. This result provides yet another manifesta­
tion of the convenience resulting from the use of the 
norm p. Even the rather complex notion of internal 
stability reduces to a simple condition in this framework. 



3. CONFINEMENT AND STABILIZATION . 

The present section contains a review the solution of 
the problem of disturbed (<X,13)-confinement derived in 
HAMMER [1989d]. By Proposition (2.15), such a solution 
also provides internal stabilization of the system L that 
needs to be controlled. We assume that L is described 
by a differential equation of the form (2.1). First, some 
notation. Let <X, f3 E Rn be two fixed vectors satisfying 
<X < f3, and let r(<X,f3) denote the boundary of the rect­
angular box [<X,f3l. In explicit terms, the boundary con­
sists of 2n faces, given by 

(3.1) 

where 

(3.2) 

fi (<X,f3):= {(X1,···,Xn) E [<X 
1
f3]:Xi = <Xi} 

+ 
fi (<X,f3) := {(X1,···,Xn) E [oc 

1
f3]:Xi = f3i} 

i = 1, ... ,n, and, 
n - + 

r<cx,13) = ui=l [ri (<X,f3) u ri (<X,f3H 

Let t be a system described by the differential 
equation ~t) f(x(t),u(t)), x(O) = xo. The closed loop 
system t 0 is then represented by the differential 
equation x(t) = f(x(t),cr(x(t))), x(O) = xo. Clearly, the 
state representation function f has n components f 1, 
... ,fn, each of which represents the derivative of the cor­
responding coordinate xi, i = 1, ... ,n, along the system's 
trajectory. Now, let <X, f3 E Rn be two fixed vectors 
with <X < f3. Consider the class of feedback functions cr 
satisfying the following inequalities on the boundary of 
the box [oc,13], for some real number C > 0. 

{

fi(x,cr(x)h C for all xEfi (cx,f3),i= 1, ... ,n, 

(3.3) 
fi(x,cr(x))~-C forall XEf;(0( 1 f3)

1
i= 1, ... 

1
n. 

Notice that the conditions (3.3) refer only to the values 
of the component functions f i(x,cr(x)) on the boundary 
f<<X,f3), namely, on the faces of the box [<X,13]; the specific 
values of these functions within the box are not consid­
ered . Note also that the feedback function cr needs to be 
defined only over the domain [oc,13], since, under 
(oc,13)-confinement, the values of the vector x are con­
fined to this domain during the operation of the closed 
loop system. Conditions (3.3) have a simple intuitive in­
terpretation . They guaranty that the trajectory x(t) of 
the closed loop system is 'reflected' back into the box 
(oc,13) whenever it nears the boundary r<oc ,f3). This im­
plies that x(t) E (oc,13) for all t :!: 0 whenever x(O) E 

(oc,13). The fact that C > 0 assures that this situation is 
not changed even when the noise v1 is present, as long 
as the noise level is small enough . The following state­
ment, which is reproduced here from HAMMER [1989d], 
provides a formal indication of the significance of con di­
tions (3.3). 
(3.4) PROPOSITION. Let cr : [oc,13] - Rm be a continuous 
function solving the disturbed (oc,13)-confinement prob­
lem. Then, there is a real number C > 0 for which 
conditions (3.3) are satisfied . 

Thus, (3.3) is a necessary condition for the feedback 
function cr to be a solution of the disturbed 
(cx,13)-confinement problem. As one might expect, it is 
also a critical ingredient in a sufficient condition for dis­
turbed (oc,13)-confinement . We consider next some pre­
liminary implications of this condition on the existence of 
solutions for our differential equations. 

Let oc, f3 E Rn be two fixed vectors satisfying oc < 13, 
and let e > 0 be a real number. Let t be a system 
described by the differential equation 

(35' }(t) = g(x(t),w(t)), x(O) = xo, 
where the dimension of x( t) is n; the dimension of 
w(t) is p; the input function w is restricted to C( e P); 
and g: [oc,13)x(-e,e)P - Rn is a continuous function 
which is continuously differentiable over the domain 
(oq~)x[-e,e]P. Assume that there is a real number X > 0 
such that the function g satisfies the following condi­
tions on the boundary r<oc,13). 
(3.6) 

{

gi(x,wh X forallwE[-e ,e]PandallxE r i (oc,f3)
1
i= 1

1 
••• ,n, 

gi(x,wh-X for all w E [-e, e]P andallx Er; (oc,13)
1 
i = 1, ... ,n. 

Then, as the next statement indicates (HAMMER 
[1989d]), a unique solution for the differential equation 
(3.5) is guarantied to exist. 
(3.7) PROPOSITION. Let oc < f3 be two fixed vectors in 
Rn, and let g: [oc,13]x[-e,e]P - Rn be a continuous 
function which is continuously differentiable over the 
domain (cx,13)x[-e,e]P. If (3.6) is satisfied for some real 
number X > 0, then, for any initial condition xo E (cx,f3) 
and any input function w E C( e P), the differential 
equation (3.5) has a unique solution x(t), t ~ 0, and x(t) 
E (cx,13) for all t ~ 0. 

In order to apply the Proposition to the (oc,13)-con­
finement problem, rewrite the differential equation of 
the closed loop system in the form x(t) = g(x(t),w(t)), 
x(O) = xo, of (2.14). Here, the input function w is gener­
ated by the noises v 1 and v 2 through w(t) = 
(v1(t),v2(t))T E Rn+m, and the functi~n g: RnxRn+m -
Rn is given by g(x,w) = f(x,cr(x)+v2J + v1, as in (2.13) . 
Clearly, w E C(En+m) whenever v 1 E C(E n) and v 2 E 

C(Em). Thus, the results of Propositions (3.4) and (3.7) can 
be combined tc obtain necessary and sufficient conditions 
for the existence of a solution to the disturbed 
(oc,13)-confinement problem. For this purpose we need 
some notation. 

First, given a function h : Rn - R, a subset S c Rn, 
and a real number C > 0, let h{S} ~ C indicate the 
condition h(y) ~ C for all y E S. Also, Let '.8 f;(z) de­
note the closed ball in Rm having radius l; > 0 and 
center at the point z in Rm, namely, 
(3.8) '.Bf;(z) := {u E Rm: lu - zl ~ t;}. 

Note that due to the noise v2 in (2.10), the input value 
u of the system L generated by the feedback at the 
state x may be any element of the ball '.Be:( cr(x)), 
where E > 0 is the noise level. Conditions (3.3) have to 
hold, of course, for each such input value. When this fact 
is taken into account, (3.3) take on the following form, 
where l; and C are two positive real numbers . 

{

fi(x,l3f; (cr(x))) ~ C forallx Er~ (oc.'13) andi= 1, ... ,n, 

(3. 9) ( ) + 
fi X,'.Bf;(cr(x)) ~-C for all XE f i (oc,f3) andi= 1, ... ,n. 

Propositions (3.4) and (3.7) yield then the following pre­
liminary form of necessary and sufficient conditions for 
the existence of a feedback function cr that solves the 
disturbed (oc,13)-confinement problem (see HAMMER 
[1989d] for detailed proof). 
(3.10) LEMMA. Let L be a nonlinear system described 
by the differential equation (2.1), where f : RnxRm -
Rn is a continuously differentiable function, and let 0(, 
f3 E Rn be a pair of fixed vectors with 0( < f3. Then, the 
disturbed (oc,f3)-confinement problem by pure feedback 
has a solution for the system L if and only if there is a 
continuous function cr : [oc ,f3] - Rm continuously differ-



entiable over (ex,13) and a pair of real numbers l;, ~ > 0 
for which (3.9) hold. 

In fact, the conditions of Lemma (3.10) also guaranty 
that the closed loop system is internally stable, as one 
might expect from Proposition (2.15). We state this ob­
servation as an independent result (HAMMER [1989d]). 
(3.11) PROPOSITION. Let L be a nonlinear system de­
scribed by the differential equation (2.1), where f : 
R0 xRm - Rn is a continuously differentiable function, 
and let ex, f3 E Rn be a pair of fixed vectors with ex < 13. 
Let CT : [ex,13] - Rm be a continuous function which is 
continuously differentiable over (ex,13), and for which 
(3.9) hold for some real numbers l;, C > 0. Then, the 
closed loop system Lcr : (ex,13) - C(R 0

) is internally 
stable over the domain (ex,13) of initial conditions. 

Our next objective is to eliminate the function cr 
from the conditions of Lemma (3.10), in order to obtain 
necessary and sufficient conditions for disturbed (ex,13)­
confinement that involve only the given state represen­
tation function f of the system L. The new conditions 
will also yield an explicit method for the construction of 
feedback functions cr that solve the disturbed 
(ex ,13)-conf inement problem, whenever such functions 
exist. With this objective in mind, we introduce some 
basic quantities (see also HAMMER [1989b]). 

As usual, a subset S c Rn x Rm is the graph of a 
function g: Rn - Rm if S = {(x,u) E RnxRm: u = g(x)}. 
Denote by TI n : Rn x Rm - Rn the standard projection 
onto the first n coordinates, so that TI 0 (y?f .. ,,Yn+m) T = 
(y1, ... ,y 0 ) T for every vector (y1, .. ,,Yn+m) E R 0 xRm. 
Now, let S c R 0 x Rm and X c Rn be two subsets. 
Then, S is a uniform graph on X if there is a continu -
ous function g : X - Rm and a real number l; > 0 
such that S = {(x,u) E XxRm : u E Bt;(g(x))}. The func­
tion g is then called a graphing function on X of the 
set S, and the number l; is called a graphing radius. 
Intuitively speaking, a uniform graph is simply a 
'thickened' graph of a continuous function. It contains 
the graphs of all continuous functions g' : X - Rm sat­
isfying lg'(x) - g(x)I :!S l; for all x E X. The notion of a 
uniform graph is a natural tool for the discussion of con­
tinuous functions whose values are contaminated by 
noise. 

We return now to the problem of disturbed 
(ex,13)-confinement for the system L described by (2.1). 
Let C > 0 be a real number. For each point x of the 
boundary r(ex,f:,), construct the set of input values 
(3.12) Ut,c(ex,13,x) := 

{ 

fi(x,uh cforalli E{1, ... ,n}forwhichxE r 1 (ex,13),} 

uERm and 

fi(x,u) :!S-C for alli E {1, ... ,n)forwhichx Er ;(ex,f:,). 

The set Uu(ex,13,x) c Rm is obtained simply by solving a 
set of inequalities determined by the given state repre­
sentation function f of the system L. For boundary 
points x that are common to several faces of the box 
[ex,13], several of the conditions listed on the right side of 
(3.12) need to be satisfied simultaneously. By listing each 
point x E r(ex,f:,) together with its corresponding set 
Uc.c<ex,13,x), we obtain the following subset of R 0 xRm 
(3.13) Sr(ex,13,c) := 

{(x,u) E R0 xRm : x E r(ex,f:,), u E Ut,c<cx,13,x)}. 
(3.14) DEFINITION. Let f: R 0 xRm - Rn be a continu­
ously differentiable function, and let ex < f:, be two fixed 
vectors in R 0 . The function f is (cx,{3)-uniformly con­
ductive if there is a real number C > 0 such that the 
set Sf(ex,f:,, ~) contains a uniform graph on the boundary 
r(ex ,13). • 

Uniform conductivity simply means that a continu­
ous function g : r(ex,f:,) - Rm exists for which the fol­
lowing holds for all i = 1, ... ,n: There is a real number i; 
> 0 such that dx,B~(g(x))J ~ C whenever+ x E 
r~(<X,f:,) and fi(x,Bt;(g(x))J :!S -~ whenever x Er i(<X,f3). 
To see the implications of uniform conductivity, consider 
a system L described by the differential equation x(t) 
= f(x(t),u(t)). Assume there is a continuous feedback 
function CT : [ex ,f3] - Rm solving the disturbed 
(ex,13)-confinement problem for L. Then, by Lemma 
(3.10), there are real numbers l;, ~ > 0 for which (3.9) is 
valid. This directly implies that Bt;(cr(x)) c U f,c(<X,f:,,x) 
for all x E r(<X,f:,), so that St(ex,f:,,C) contains a uniform 
graph on r<<X,f:,). Thus, if a solution of the disturbed 
(ex,13)-confinement problem exists, the state representa­
tion function f of the system L must be 
(cx,13)-uniformly conductive. As it turns out, the converse 
of this statement is also true, namely, if the given func­
tion f is (ex,13)-uniformly conductive, then there is a 
feedback function CT solving the disturbed 
(ex,13)-confinement problem. 

Indeed, assume that f is (ex,13)-uniformly conduc­
tive. Then, on the boundary r(ex,13), there is a continu­
ous function CTr : r(ex,13) - Rm and real numbers l;, C > 
0 such that 
(3.15) Bt;<crr(x)) c Ur,c(°',13,x) for all x E r<ex,f:,). 
Suppose for a moment that the function crr: r(<X,f:,) -
Rm can be extended into a continuous function CT : [<X,f:,] 
- Rm which is continuously differentiable over the in­
terior (<X,f:,). For this extension cr, we have B l;[cr(x)] c 
Ut,c<O'.,f:,,x) for all x E r(O'.,f3), which means that (3.9) 
holds for CT with the present values of l;, C > 0. By 
Lemma (3.10) this implies that CT is a solution of the 
disturbed (<X,13)-confinement problem. Now, whenever f 
is uniformly conductive, a continuous boundary function 
crr satisfying (3.15) is quite easy to derive from the 
inequalities (3.12), as a· later example will indicate. Thus, 
the only aspect of the problem that still needs to be con­
sidered is the extension of the continuous boundary 
function CTr into a continuous function cr : [O'.,f:,] - Rm 
which is continuously differentiable over the interior 
(ex,13). Such an extension CT can be derived in numerous 
ways; one way is by using partial differential equations. 

For instance, consider the use of the Laplace equa -
tion for this purpose. Let h : Rn - R : (x1, 
... ,x0 )T 1---7 h(x1, ... ,x 0 ) be a twice continuously differen­
tiable function, and denote by 

(3.16) 
a2h o2h 

.6h := -2 + -2 + ... + -2 
ox1 ox2 OXn 

the Laplace operator. Next, let CT i be the i-th compo­
nent of our feedback function CT, let (crr\ be the i-th 
component of the function CTr, and let cril r<cx.~) denote 
the values of the function CTi on the boundary r(O'.,f3). 
Then, by the continuity of crr and the form of the 
boundary r(O'.,f:,), it follows from the theory of Laplace 
equations (e.g., PETROVSKY [1964, Chapter lII]) that the 
subsequent is true. For every i = 1, ... ,m, the boundary 
value problem 

{

,6cri = 0 

(3.17) crd r(cx,~)=(crr\, 

has a unique and continuous solution cri over the do­
main [O'.,f:,], and this solution is (twice) continuously dif­
ferentiable over the interior (<X,f:,). When the solutions 
cr1 , ... ,CTm are combined into the vector valued function 
CT = ( CT 1, ... ,CT m) T, they create an extension CT : [ex,13) -
Rm of the boundary function CTr, This extension is con­
tinuous over [ex,13) and continuously differentiable over 
(<X,f,); by the choice of crr, it satisfies the conditions (3.9). 



Thus, invoking Lemma (3.10), it follows that cr is a so­
lution of the disturbed (cq~)-confinement problem. 

Of course, partial differential equations other than 
(3.17) could also be used to obtain suitable extensions cr, 
or such extensions could be obtained through other 
methods, without the use of partial differential equa­
tions. In any case, when the discussion of the last few 
paragraphs is combined with Lemma (3.10) and 
Proposition (3.11), we obtain the following theorem, 
which is our main result (HAMMER [1989d]). 
(3.18) THEOREM. Let L be a system described by the 
differential equation x(t) = f(x(t),u(t)), x(O) = x 0, where 
f: RnxRm -+ Rn is continuously differentiable, and let 
ex < t3 be two fixed vectors in Rn. Then, the following 
two statements are equivalent. 

(i) There exists a feedback function cr : [ex,t3] -+ Rm 
that solves the disturbed (ex,t3)-confinement problem for 
the system L, with the closed loop system Lcr being in­
ternally stable for all initial conditions x0 E (<'.X,t3). 

(ii) The given state representation function f of L 
is (ex,t3)-uniformly conductive. 

From our discussion, we obtain the following proce­
dure for the solution of the disturbed (ex,t3)-confinement 
problem. The given system L is described by a differen­
tial equation of the form >c1t) = f(x(t),u(t)). 
Step 1. Check whether the given state representation 
function f is (<'.X,t3)-uniformly conductive; If it is, find a 
continuous boundary function crr : r<ex,t3) -+ Rm which 
forms a graphing function on r(oc,t3) for the set 
Sr(ex,t3, c). In mathematical terms, this step involves the 
solution of certain sets of inequalities. Computer pro­
grams can be developed to check for uniform conductiv­
ity and to compute an appropriate function cr r when­
ever it exists. For low dimensional systems, graphical 
m12thods may also be employed. 
Step 2. Find a continuous extension cr : [ex,t3] -+ Rm of 
crr which is continuously differentiable on (ex,t3). This 
can be done, for instance, by solving the partial differ­
ential equation (3.17). Note that since the closed loop 
configuration Lcr is internally stable, approximate solu­
tions for the feedback function cr are also adequate. 

Since Theorem (3.18) lists necessary and sufficient 
conditions, it characterizes all degrees of freedom in­
volved in the solution of the disturbed (oc ,t3)-confinement 
problem. These consist of the degrees of freedom avail­
able in the choice of the boundary function cr r in Step 
1, and the degrees of freedom available in the construc­
tion of the extension cr in Step 2. Furthermore, 
Theorem (3.18) provides a general method for the inter­
nal stabilization of nonlinear input/state systems 
through the use of pure static state feedback. We con­
clude with a simple example. 
(3.19) EXAMPLE. Consider the system L with two states 
and one input, described by the differential equation 

{

x1: 1+[1+(x2) 2lx1u I 

(3.20) 

~ = 1 +[1 +(x1) 21x2u. 
For the domain of confinement, we choose ex = (O,o)T 
and t3 = (1,1) T, so that the system has to be confined 
within the unit square in the first quadrant. The compo­
nents of the state representation function f here are 

{

f 1 (x1,x2,u) = 1 +[1 +(x2)2]x1 u , 

f 2<x1,x2,u) = 1 +[1 +(x1)2lx2u. 

We need to compute the sets Uu(ex,t3,x) of (3.12) for 
some C > 0. Choosing C = 1, this simply requires solving 
for u the inequalities 

f 1<x1,x2,u) :::: 1 for all x1, x2 with x1 = 0 and 
0 ~ x2 ~ 1; 

f 1 (x1,x2,u) ~ -1 for all x1, x2 with x1 = 1 and 
0 ~ x2 ~ 1; 

f 2<x1,x2,u) :::: 1 for all x1, x2 with O ~ x1 ~ 1 and 
x2 = O; 

f 2<x1,x2,u) ~ -1 for all x1, x2 with O ~ x1 ~ 1 and 
x2 = 1. 
A straightforward calculation yields 

Ur,1(ex,t3,x1,x2) = 

{allu E R}ifx1 = Oand O ~x2< 1 , 

{allu E Rsatisfyingu :$-2/[1 +(x2) 2]}ifx1 = 1 andO:$ x2~ 1 

{all u E R}ifO <x1 < 1andx2 = 0 , 

{all u E Rsatisfyingu~-2/[1 +(x1) 2]}if0 ~ x1 < 1andx2 = 1. 

The set Sf(<'.X,t3,1) is directly determined by the above 
expression for Ur,1(ex,t3,x), and it is easy to see that it 
contains a uniform graph on the boundary r(<'.X,t3). 
Indeed, observing that the set {all u E R satisfying u ~ 
-2} is contained in Ur,1(<'.X,t3,x) for all x E f(oc,t3), it fol­
lows that the constant function crr : r<oc,t3) -+ R given 
by crr(x) := -3 is a graphing function for Sr(ex,t3,1), with 
graphing radius ~ = 1. Now, one easy way of extending 
the function crr into a continuous function cr : [<'.X,t3] -+ 

R continuously differentiable over (ex,t3), is by simply 
taking the constant function 

cr(x) = -3 
for all x E [cx,t3]. For this choice of cr, Theorem (3.18) 
implies that the closed loop system Lcr is (ex,t3)-confined 
for the present ex, t3, and internally stable for all initial 
conditions xo E (cx,t3). + 

As we can seP. from the exc:1.mple, the computation of 
an appropriate feedback function cr is quite simple, and, 
in many cases, it is not necessary to resort to the solu­
tion of the partial differential equation (3.17) for finding 
an appropriate extension of the boundary function crr. 
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