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The problem of stabilizing a discrete-time non-linear system is considered. For a 
rather large class of common stabilizable non-linear systems, a procedure leading to 
the stabilization of a given non-linear system :E belonging to that class is derived. In 
this procedure, a pair of compensators is constructed, consisting of a precom
pensator and an output feedback compensator, which, when connected in closed 
loop around the system :E, yield a closed-loop system that is internally stable for 
bounded input sequences. The procedure allows the construction of infinitely many 
different pairs of such compensators, thus facilitating the choice of a convenient one. 

1. Introduction 
In general terms, the problem of stabilizing a given non-linear system I: is 

concerned with the construction of a number of other systems, usually called 
compensators, which, when connected to I: and among themselves in a prescribed way, 
yield a composite system that exhibits stable behaviour. The compensators control 
the operation of the system in such a way as to avoid the activation of any instabilities. 
Owing to the abundance of unstable non-linear systems, the stabilization problem is 
probably one of the most commonly encountered problems in engineering science and 
practice. The present paper is devoted to the development of a solution to the 
stabilization problem for a rather common class of non-linear systems. Similar ideas 
can be applied to solve the stabilization problem for other classes of systems as well. 
Our main objective in the present paper is to provide a transparent and concise 
presentation of the basics of a theory of stabilization for non-linear systems. In some 
cases, we shall trade off generality of statements for clarity of the exposition. 
Nonetheless, the restrictions that we impose on the systems under consideration are of 
a rather mild nature, and they are satisfied in a wide variety of practical applications. 

The problem of stabilizing a non-linear system I: can be perceived as consisting of 
two subproblems: (i) finding a control configuration that allows stabilization; and (ii) 
constructing compensators that yield stabilization for this configuration. Certainly, 
neither of these two subproblems has a unique solution. In choosing the control 
configuration that we use in our framework, we followed classical patterns in control 
engineering, which seem to indicate the paramount effectiveness of additive feedback 
control. We adopt as our basic control configuration the following classical configur
ation, where I: is the given non-linear system which has to be stabilized, n is a non
linear causal precompensator, and <pis a non-linear causal feedback compensator. We 
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denote by I:<1t,t/il the overall composite system described by the diagram 

Ur t~1-r-
(1.1) 

L _________ L(1t~J 

Our main objective is to devise a procedure that, using the parameters of the given 
system I:, yields a pair of compensators n and <I> for which the composite system I:<1t,t/il 
is internally stable. By 'internally stable' we mean that the stability of the composite 
system I:(1t,t/il is not destroyed when small random noises disturb the signals at the 
entry ports of the subsystems l:, n and </>. 

The basic mathematical concept that facilitates the development of our stabili
zation theory is the concept of rationality. Roughly speaking, we say that a system I: is 
right-rational if there are stable systems P and Q, where Q is invertible, such that 
I: = PQ - 1

. The control theoretic significance of the concept of right rationality stems 
from the fact that, at least in the case of injective systems, only right-rational systems 
can be internally stabilized (Hammer 1984 b). We say that a system I: is left-rational if 
there is a pair of stable systems T and R, where Tis invertible, such that I:= r - 1 R. 
Left-rationality also plays a central role in our stabilization theory, as we discuss 
below. 

Returning now to diagram (1.1), we can express the input/output relationship 
induced by the overall composite system I:<1t,tfi), when l: is strictly causal and n and <I> 

are causal, by 

I:(1t,t/i) = I:i/J (1t,t/i) } 

"1c1t,t/il = n[J + </>I:n]- 1 

where (1.2) 

and where I denotes the appropriate identity map (for details see e.g. Hammer 1984 b ). 
In order to simplify our computations, we choose the compensators n and <I> to be of 
the following particular form: 

;:!-1} (1.3) 

where Bis a stable and invertible system having a causal inverse B - 1
, and where A is a 

causal and stable system. As it turns out (see § 7 below), the systems I: we are 
interested in can be stabilized using compensators of this particular form, so there is 
no urgent need to treat more general forms of compensators at this point. Assume 
now that there is a right-fraction representation I:= PQ - 1, where P and Qare stable 
systems. (We discuss the existence of fraction representations in detail later.) Then, 
substituting (1.3) into (1.2), we obtain 

I:<1t,t/il = I:cB- ',Al = PQ - 1 B- 1 [I+ APQ - 1 B- 1 ] - 1 = P[BQ + AP] - 1 (1.4) 

Defining the system 

M:= AP+BQ (1.5) 
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we have 

l:(1t,4>> = PM - 1 (1.6) 

Clearly, if we can find A and B for which M has a stable inverse M - 1
, then, by the 

stability of P, the overall system l:(1t,4>> will be input /output stable. We recall that, in 
order to be applicable to our stabilization scheme, the systems A and B have to satisfy 
the appropriate restrictions, namely A has to be stable and causal, and B has to be 
stable and invertible with a causal inverse n- 1

. In§ 3 we show that if A and Bare not 
merely stable, but also satisfy an additional condition of 'uniform stability' (in an 
appropriate sense), then the composite system L(B - ',A> will actually be internally 
stable. Thus the stabilization problem reduces to the problem of finding a pair of 
stable systems A and B, satisfying the aforementioned requirements, for which 
AP+ BQ has a stable inverse. Our present paper is dedicated to the complete solution of 
this problem. Generally speaking, the situation is reminiscent of the situation in the 
theory of linear systems. In close analogy to the linear theory, the existence of A and B 
is related to a certain notion of coprimeness of non-linear systems, introduced in 
Hammer (1985 a). We shall review this notion of coprimeness in a later section of this 
paper. In our present paper, we incorporate the requirements of causality, invertibility 
and uniform continuity mentioned above into the theory of stability developed in 
Hammer (1985 a). 

We next briefly consider the significance of left-fraction representations to our 
discussion. First, we recall that, for a pair of systems C, D having the same input and 
output spaces, the sum C +Dis defined, for every input sequence u, by (C + D)u = 
Cu+ Du. Consequently, for any system E having an output space that is contained in the 
input space of C and D, we have (C + D)E =CE+ DE. Now, let l: = r - 1 R, where T 
and R are stable systems, be a left-fraction representation, and let h be any stable 
system for which both of the combinations hT and hR are defined and causal. Using 
the right-fraction representation l: = PQ - 1

, we have r - 1 R = PQ - 1
, or 

TP=RQ 

and h T P = hRQ. Suppose further that we found one pair of maps A, B satisfying 
AP + BQ = M. Then, letting 

we obtain 

A':= A+hT} 
B':= B-hR 

A'P = B'Q =(A+ hT)P + (B- hR)Q =AP+ BQ + (hTP - hRQ) 

=AP+BQ=M 

(1.7) 

and we have a new pair of maps A', B' satisfying A'P + B'Q = M. Thus, using a left
fraction representation of l:, we can generate from one pair A, B satisfying the 
equation AP+ BQ = M infinitely many new pairs A', B' satisfying the same equation 
A'P + B'Q = M, each new pair corresponding to one choice of h. This simple 
procedure will allow us to obtain different pairs of compensators n and </J stabilizing L, 
once one such pair of compensators is known. Again, we encounter here a situation 
closely analogous to the linear theory. A few words of caution in this regard are, 
however, in place. Notwithstanding the close analogy to the linear theory encountered 
in the last few paragraphs, one should always be aware of the fundamental distinction 
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that separates the linear and non-linear theories. As we shall see in the course of our 
ensuing discussion, several time-honoured principles of the theory of linear systems, 
which at first glance may seem to be of general validity, turn out to be invalid in the 
non-linear case. When trying to generalize principles of the linear theory to the non
linear theory, each instance has to be given separate careful consideration. 

The theory that we develop in the present paper is explicitly presented here for 
discrete-time systems. A basic assumption that we make is that the stabilized system 
I:cn,4>> is operated only by bounded inputs. Namely, we assume that there is an 
arbitrary but fixed positive constant O > 0, specified in advance, so that all input 
sequences u0 ,u 1 , ... ,ui, ... applied to the closed-loop system I:c1t,4>> have all their 
elements ui, i = 0, l, 2, ... , with norm not exceeding 0. From the practical point of 
view, this assumption is satisfied in most applications, owing to the inherent natural 
limitations of physical systems. The mechanism that produces the input signals for 
I:cn,4>> has an inherent physical limitation on the maximal signal amplitude O it can 
produce. Thus it seems that, for most engineering applications, the assumption of 
bounded inputs has little practical significance. However, from the mathematical 
point of view, this assumption yields a substantial simplification of our discussion. For 
more details on the bounded-input assumption and its implications see § 3 below. A 
detailed description of our stabilization procedure, as well as an accurate description 
of all the assumptions we make, is provided in § 7 of the paper. Section 2 contains a 
review of our basic mathematical framework. Sections 4 and 6 are devoted to the 
development of certain technical concepts that play a central role in our theory. 
Section 5 contains a discussion of left-fraction representations of non-linear systems. 
Finally, we remark that even though much of our discussion in the paper concentrates 
on injective systems, we show in§ 7 that injectivity is not an essential assumption as 
far as stabilization is concerned, and our stabilization theory directly applies to 
noninjective systems as well. 

As we have indicated before, the stabilization theory for non-linear systems 
developed in our present paper bears, in its appearance, a close resemblance to the 
stabilization theory for linear systems. Particularly suggestive is the transfer-matrix 
approach to linear-system stabilization, as presented in Rosenbrock (1970), Desoer 
and Chan (1972), Hammer (1983 a, b), and in the references cited in these works. Our 
present paper is a direct continuation of Hammer (1984 a, b, 1985 a, b). Some 
alternative recent treatments of problems related to stabilization of non linear systems 
can be found in Vidyasagar (1980), Sontag (1981), Desoer and Lin (1984), and in the 
references cited in these works. 

2. Some basic facts 
The basic mathematical framework that we employ in our current paper is taken 

from Hammer (1984 a, b, 1985 a, b). We devote the present section to a briefreview of 
the fundamentals of this framework, as well as to an exposition of a few additional 
specific facts which we will need for our discussion in the following sections. Our 
present exposition is stated for discrete-time systems, and so we start by reviewing the 
spaces of input sequences. 

Let R denote the set of real numbers, and, as usual, for an integer m ~ 1, let Rm 
denote the set of all m-tuples of real numbers. We denote by S0 (Rm) the set of all 
infinite sequences u: = u0 , u1 , u2 , ... , where u1 e Rm for all integers i ~ 0. The space 
S0 (Rm) will serve as the space of input sequences for our systems. For a sequence 
u e S0 (Rm) and an integer i ~ 0, we denote by u, the ith element of the sequence u, and 
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we regard i as the time marker. Given two integers a ~ b ~ 0, we denote by u! the 
elements ua,Ua+1 , ••. ,ub. The zero sequence in S0 (Rm), consisting of only zero 
elements, is denoted by 0. A system is simply a map L: S0 (Rm) ~ S0 (RP), transforming 
input sequences (of m-dimensional vectors) into output sequences (of p-dimensional 
vectors). Given a subset Sc S0 (Rm), we denote by L[S] the set into which Sis mapped 
by 1:. For a sequence u E S0 (Rm) and a pair of integers a~ b ~ 0, we denote by Lu]! the 
elements Ya, Ya+ 1 , ... , Yb, where y: = LU is the corresponding output sequence. 
If b < a, then u! denotes the empty set. 

As a concrete example of some systems, consider the recursive systems, defined as 
follows. A system L: = S 0 (Rm) ~ S 0 (RP) is recursive if there exist a pair of integers 
r,, µ ~ 0 and a function f: (RP)"+ 1 x (Rmt + 1 ~ RP such that, for every input 
sequence u E S0 (Rm), the elements of the output sequence y: = LU can be computed 
recursively from the relation 

(2.1) 

for all integers k ~ 0. To characterize L, the initial conditions y0 , y 1 , ... , y,, have to be 
specified together with the function f Unless otherwise stated, we shall (arbitrarily) 
assume zero initial conditions, i.e. Yo= y 1 = ... = y,, = 0. 

On the space S0 (Rm) we define the operation of addition coefficientwise, as usual, 
so that the sum w: = u + v of two sequences u, v E S0 (Rm) is the sequence w with 
elements wi: = ui + vi for all integers i ~ 0. For a pair of systems L 1 , L2 : S0 (Rm) ~ 
S0 (W), we define the sum L 1 + L2 : S0 (Rm) ~ S0 (W) pointwise by (L1 + L2 )u: = 
L 1u + L 2 u for all uES 0 (Rm). Several subsets of S0 (Rm) play an important role in 
our discussion, and we consider some of them next. For a real number M ~ 0, let 
[ -M, M]m denote the set of all m-dimensional real vectors with components in the 
closed interval [ -M, M]. We denote by S0 (Mm) the set of all sequences u E S0 (Rm) 
with elements ui belonging to [ -M, M]m for all integers i ~ 0. Thus S0 (Mm) is the efet 
of all input sequences 'bounded by M'. Referring to classical terminology, we say tnat 
a system L: S0 (Rm) ~ S0 (W) is BIBO (bounded-input bounded-output)-stable if, for 
every real (J > 0, there exists a real M > 0 such that L[S 0 (8m)] c S0 (MP). 

The main notion of system stability that we employ in our discussion is closely 
related to the Liapunov notion of stability, which, in turn, is related to the contin_uity 
of the map representing the system. In order to discuss continuity of maps, we first 
define a norm p on our spaces of sequences as follows. For a vector r:x: = 
(r:x1, ... , r:xm) E Rm, we let lr:xl: = max {lr:xil, i = 1, ... , m}. For a sequence u E S0(Rm), we 
define p(u): = Sup {2- ilud, i ~ O}. The norm p induces, in an evident way, a metric p 
on S0 (Rm) given, for every pair of elements u, v E S0 (Rm), by p(u, v): = p(u - v). 
Throughout our discussion, whenever referring to continuity of maps, we shall always 
mean continuity with respect to the topology induced by the metric p. Under these 
terms, a system L: S0 (Rm) ~ S0 (RP) is stable if it is BIBO-stable, and if, for every real 
(J > 0, the restriction L: S0 (8m) ~ S0 (RP) is a continuous map. A sequence u E S0 (Rm) 
is bounded if there is a real (J > 0 such that u E S0 (8m). 

The basic tool that makes our discussing possible is the concept of coprimeness, 
which we review next, using the definition introduced in Hammer (1985 a,§ 4). Before 
citing this definition, we wish to indicate its intuitive significance. Consider two stable 
maps P: S ~ S 0 (RP) and Q: S ~ S0 (Rm) having a common domain Sc S0 (Rq) for some 
integer q > 0. Qualitatively, we say that P and Q are right-coprime if, for every 
unbounded input sequence u ES, at least one of the output sequences Pu or Qu is 
unbounded. In other words, for coprime maps P and Q, if both of Pu and Qu are 
bounded sequences, then the input sequence u must be bounded. Using linear 
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terminology, this amounts to the requirement that P and Q have no 'unstable zeros' in 
common. Formally, it is easiest to express the property of coprimeness in terms of 
inverse images. For a set Ac S0 (RP), let P*[A] be its inverse image through P, i.e. 
P*[AJ is the set of all elements u ES satisfying Pu EA. Then the formal definition of 
coprimeness is as follows (Hammer 1985 a). 

Definition (2.2) 
Let Sc S0 (Rq) be a subset. Two stable maps P: S-+ S0 (RP) and Q: S-+ S0 (Rm) are 

right-coprime if the following two conditions hold. 

(a) For every real -r > 0 there exists a real e > 0 such that 

P*[S 0 (-rP)J n Q*[S 0 (-rm)J c S0 (8q) 

(/3) For every real -r > 0 the set Sn S0 (-rq) is complete (i.e. is a closed subset of 
S0 (-rq)). 

We remark that condition (/3) of Definition 2.2 has a natural intuitive interpret
ation in terms of basic continuity phenomena (see Hammer 1985 b). 

One of our main applications of the concept of coprimeness is related to fraction 
representations ofnon-linear systems. A system L: S0 (Rm)-+ S0 (RP) is called rational if 
there exists a pair of stable maps P: S-+ S0 (RP) and Q: S-+ S0 (Rm) with common 
domain S contained in S0 (Rq) for some integer q ~ 1, where Q is invertible, such that 
L = PQ - 1

• We say that the system L has a right-coprime fraction representation if 
the stable maps P and Qin the fraction representation L = PQ - 1 can be selected as 
right-coprime maps. The intuitive significance of a right-coprime fraction representa
tion L = PQ - 1 is that, for any input sequence u E S0 (Rm), the intermediate output 
sequence Q- 1u is unbounded if and only if the final output sequence LU is unbounded. 
Thus, in a right-coprime fraction representation, the instabilities of Q- 1 are identical 
to the instabilities of the system L, and the map Q contains exactly all the information 
on the instabilities of L. In general, not every non-linear system L: S0 (Rm)-+ S0 (RP) 
has a right-coprime fraction representation. A complete characterization of the class 
of systems L possessing a right-coprime fraction representation is given in Hammer 
(1985 a, § 4). Since this characterization is essential to our present discussion, we 
briefly review its basics. The concept of a homogeneous system is crucial. Qualita
tively, a homogeneous system has the property of being continuous (as a map) over all 
sets of bounded input sequences for which it produces bounded output sequences. In 
exact terms, the definition is as follows (Hammer 1985 a,§ 4). 

Definition (2.3) 
A system L: S0 (Rm)-+ S0 (RP) is homogeneous if for every real e > 0 the following 

holds. For every subset S* c S0 (8m) for which there exists a real r > 0 satisfying L[S*J 
c So(rP), the restriction of L to the closure s* of s* in So(8m) is a continuous map 
L: s*-+ So(rP). 

The significance of the concept of a homogeneous system is made clear by the 
following statement, which we reproduce from Hammer (1985 a,§ 4). 

Theorem (2.4) 

An injective system L: S0 (Rm)-+ S0 (RP) has a nght-coprime fraction represen
tation if and only if it is homogeneous. 
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Of course, one has to consider the question of how common homogeneous systems 
are. A partial answer to this question is provided by the following observation, which 
was discussed in detail in Hammer (1985 a, b ). 

Proposition (2.5) 
Let L: S0 (Rm)-+ S0 (RP) be a recursive system. If l: has a recursive representation 

Yk+,,+l = f(yk, ... , Yk+,,, uk, ... , uk+µ) with a continuous recursion function!, then Lis 
a homogeneous system. 

From the combination of Theorem 2.4 and Proposition 2.5, we see that many 
commonly encountered systems possess right-coprime fraction representations. 
Before turning to an examination of the connections between the existence of right
coprime fraction representations and the theory of stabilization of non-linear systems, 
we wish to review some further facts. 

Let L: S0 (Rm)-+ S0 (RP) be a non-linear system, and assume it has a right-coprime 
fraction representation L = PQ - 1

, where P:S-+S 0 (RP) and Q:S-+S 0 (Rm) are stable 
and right-coprime maps, and where Sc S0 (Rq). We call the space S the factorization 
space of the fraction representation L = PQ - 1

. As it turns out, the factorization space 
of a right-coprime fraction representation is uniquely characterized by the system l:, 
in the sense that the factorization spaces of any two right-coprime fraction represen
tations of L are 'isomorphic'. Moreover, all factorization spaces of right-coprime 
fraction representations of Lare 'isomorphic' to the graph of the system L (Hammer 
1985 a). To make these statements more accurate, we need some terminology. A map 
M: S 1 -+ S2 between two spaces S1 c S0 (Rcz) and S2 c S0 (RP) is unimodular if it has an 
inverse M - 1

, and if both of Mand M- 1 are stable. (Note that, through an evident 
injection, we can assume that S1 , S2 c S0 (R"1), where y := max {ex, /J}.) Two spaces 
S 1 , S 2 among which one can construct a unimodular map M: S 1 -+ S 2 are said to be C
morphic. As usual, the graph G(L) of a system L: S0 (Rm)-+ S0 (RP) is the set of all 
ordered pairs (u, Lu), u E S0 (Rm). In these terms, the structural properties of right
coprime fraction representations of non-linear systems are summarized by the 
following (Hammer 1985 a, § 4). 

Theorem (2.6) 
Let L: S0 (Rm)- S0 (RP) be an injective homogeneous system, and let L = PQ - 1 

and L = P 1 Q11 be two right-coprime fraction representations of L, with factorization 
spaces S, S1 c S0 (Rq) respectively. Then there exists a unimodular map M: S1 -+ S 
such that P 1 =PM and Q1 = QM. Furthermore, the factorization space of any right 
coprime fraction representation of L is C-morphic to the graph of L. 

(2. 7) The construction of a right co prime fraction representation 

Let L: S0 (Rm)-+ S0 (RP) be an injective homogeneous system, and let G(L) be the 
graph of L. Clearly, G(L) is a subset of the product spaee S0 (Rm) x S 0 (RP). Let 
P 1 :S0 (Rm)xS 0 (W)-+S 0 (Rm) and P2 :S0 (Rm)xS 0 (RP)-+S0 (RP) be the standard 
projections onto the factors of the product space. Define the maps P: G(:E)-+ S0 (W) 
and Q: G(L)-+ S0 (Rm) by setting Px: = P 2x and Qx: = P 1x for all x E G(l:). Then, it is 
shown in Hammer (1985 a, § 4) that Q is invertible, and that l: = PQ - 1 is a right
coprime fraction representation of L. 

We conclude this section with a review of some standard terminology. A system 
L: S0 (Rm)-+ S0 (RP) is causal (respectively strictly causal) if, for every pair of input 
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sequences u, v E S0 (Rm) and for every integer i ~ 0, the equality u~ = v~ implies that 
LU]~= LV]~ (respectively Lu]~+ 1 = Lv]~+ 1 ). A system M: S0 (Rm) ~ S0 (Rm) is bicausal 
if it has an inverse M - 1

, and if M and M - 1 are both causal systems. 
Finally, given a real number fJ > 0, we say that an element u E S0 (Rm) is bounded by 

fJ if U E S0 {fJm). 

3. Bounded-input stabilization 
We make a basic assumption regarding the operational circumstances of the 

systems we consider. We assume that the stabilized system L<n,tfJ> (of (1.1)) is operated 
only by bounded input sequences, namely that there is an arbitrary but fixed real 
constant fJ > 0 such that all input sequences of L<n,tfJ> are taken from S0 (fJm). We do not 
assume any correlation between fJ and the given system L, so that the input bound () 
can be fixed arbitrarily. The value of the bound fJ has to be specified before the 
stabilizing compensators n and</> are computed. From the practical point of view, it 
seems that most engineering systems are, in fact, operated under bounded-input 
circumstances. Indeed, the actual mechanism that generates the input signals feeding 
the stabilized system L<n,tfJJ usually has an inherent structural limitation on the 
maximal signal amplitude fJ it can produce. Thus, from the practical point of view, it 
seems that, for most applications, the bounded-input assumption is not really 
restrictive. Since the bounded-input assumption yields some simplifications in the 
computaticm of the stabilizing compensators n and </>, we adopt it throughout the rest 
of our present paper. 

We start with a discussion of the concept of internal stability. In short, internal 
stability of the composite systems L<n,tfJ> means that the input/output map L<n,tfJ> is 
stable, and that this stability is not disturbed by any small noises that may affect the 
internal signals of the composite system. In order to provide a formal definition, we 
redraw our basic control configuration, using the compensators described in (1.3), and 
incorporating all internal noises. In the diagram (3.1) below, L: S0 (Rm) ~ S0 (RP) is a 
given strictly causal system, B: S0 (Rm) ~ S0 (Rm) is a stable and invertible system 
having a causal inverse B - 1

, and A:S 0 (RP)~S 0 (Rm) is a stable and causal system. 
(We remark that if L is only causal, the composite system Lcn,tfJJ may not be well 
defined in some cases.) The signals v1 , v2 , v3 and v4 are the possible noise signals, and 
w1 , w2 , w3 and w4 denote the respective internal signals of the composite system. We 
denote by y(u, v1 , v2 , v3 , v4 ) the output sequence generated by the combination of the 
input sequence u and the internal noise signals v1 , v2 , v3 and v4 . 

u + 
E 

(3.1) 

</>=A 

Ecn.,¢> 
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Let r:x. > 0 be a real number. For conciseness of notation, it is convenient to use for 
a sequence x E S0 (Rm) the symbol !xi < r:x. to indicate that lxi I < r:x., i = 0, 1, 2, ... (i.e. that 
the sequence x is openly bounded by r:x.). 

Definition (3.2) 

Let()> 0 be a real number. The system l:cir,4'> of (3.1) is internally stable (for input 
sequences bounded by 0) if the following conditions are satisfied. 

(i) The input /output map l:cir,4'>: S0 (Rm)-+ S0 (W) is stable when restricted to 
So(Om). 

(ii) There exists a real y > 0 such that, for every input sequence u E S0 (0m) and for 
all noise signals lvd ~ y, i = 1, ... , 4, one has 

(a) for every real e > 0 there is a real b > 0 such that, whenever p(vJ < b for all 
i = 1, ... , 4, then 

p[y(u, v1 , v2 , v3 , v4 )- y(u, 0, 0, 0, O)J < e 

(b) there is a real M > 0 such that the internal signals satisfy lwd ~ M for all 
i= 1, ... , 4. 

Qualitatively, condition (iia) above requires continuous dependence of the output 
signal on the internal noise signals (around the zero noise point), whereas (iib) simply 
requires the boundedness of all internal signals under any permissible noise con
ditions. We say that the composite system Lcir,4'> is input/output stable if the map 
Lcir,q,): S0 (Rm)-+S0 (W) is stable. 

The following concept, which describes a certain weak form of uniform continuity 
with respect to the 100 norm (see below), plays a fundamental role in our theory. 

Definition (3.3) 

Let A: S0 (Rm)-+ S0 (RP) be a stable map, and let () > 0 be a real number. We say 
that A is differentially bounded by() if there exists a real e > 0 such that, for every pair 
of elements y, y' ES0 (Rm) satisfying jy- y'I < e one has IA(y)-A(y')I < e. 

We note that, for a differentially bounded map, a bounded (bye) fluctuation of the 
input sequence causes only a bounded (by 0) fluctuation of the output sequence, where 
() and e do not depend on the particular input sequence around which the fluctuation 
occurs. Thus we may say that a differentially bounded system exhibits 'bounded
input-fluctuation bounded-output-fluctuation' behaviour. In comparison, a BIBO
stable system is guaranteed to exhibit 'bounded-input-fluctuation bounded-output
fluctuation' behaviour only for fluctuations around the zero input sequence. The most 
common type of differentially bounded maps that we will use is as follows. A map 
A: S0 (Rm)-+ S0 (RP) is uniformly 100 -continuous if, for every real e > 0, tliere is a real 
b > 0 such that, for every pair of elements u, VE S0 (Rm) satisfying ju - vi< b, one has 
IA(u) - A(v)I < e. As we can see, a uniformly 100 -continuous map is differentially 
bounded bye for every real()> 0. Of course, a map that is differentially bounded bye 
for some real () > 0 is not necessarily uniformly /00 -continuous. 

We turn now to a series of results that outline our basic strategy in solving the 
stabilization problem for non-linear systems. First, we show that, for the particular 
control configuration depicted in (3.1), input/output stability almost automatically 
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guarantees internal ~tability, when the stable systems A and B are differentially 
bounded. 

Lemma (3.4) 
Let l:: S0 (Rm) ~ S0 (RP) be a causal system, and let(}> 0 be a real number. Assume 

that there is a pair of stable systems A: S0 (RP) ~ So(Rm) and B: S0 (Rm) ~ S0 (Rm), 
where A is causal and B is bicausal, such that the following holds. The composite 
system L<B- ',AJ of (3.1) when restricted to S0 ((5(}r), is well defined and input/output 
stable, and all its internal signals are bounded, say lwil ~ N, i = 1, ... , 4, for some real 
N > 0. If A and B are differentially bounded by 8, then L<B- ',AJ is internally stable 
when restricted to S 0 (£r). 

In short, the Lemma states that, for our particular control configuration, 
input/output stability over S0 ((58r) implies internal stability over the smaller space 
S0 (£r), provided A and Bare differentially bounded by 8 and all internal signals are 
bounded. The following proof of this fact is based on some simple manipulations of 
diagram (3.1). Using the continuity and differential-boundedness of A and B, it shows 
that small internal noises have the same effect on the output as certain small external 
noises added to the external input u. The latter, however, are known to cause only 
small fluctuations of the output y, due to input /output stability. 

Proof of Lemma 3.4 

Let A and B be a pair of maps satisfying the assumptions of the Lemma. To 
shorten notation, we let n : = B- 1

, cp : = A, so the composite system becomes l:<n,4'J. 
Recalling that A and Bare differentially bounded by 8, let y > 0 be a real number for 
which IA(y + v) - A(y)I < (} and IB(z + w) - B(z)I < 8 whenever lvl < '}' and lwl < y, for 
all elements y E S0 (RP) and z E S0 (Rm). Define e: = ! min { (), y }, and consider the 
arbitrary noise signals v1 , v2 , v4 in S0 (em) and v3 in S0 (eP) (e serves here as our noise
amplitude bound). Fix an external input sequence uES 0 ((48r) and, for i = 1, ... , 4, 
denote by y(u, vi) the output y generated by the combination of u and the noise vi, 
assuming all other noises to be zero. We consider first the effect of each noise 
separately. 

By inspection of (3.1), it readily follows that 

y(u, v1 ) = L(n,q,J(u + vi) 

y(u, v4 ) = L(n,q,J(u - v4 ) 

Since u E So((4()m)) and V1' V4 E So(em) C So(Bm), we have u + V1' u - V4 E So((5er). 
Thus, by the assumptions of the Lemma regarding the restriction of l:<n,4'J to S0 ((5er), 
we obtain directly that v1 and v4 do not disturb the boundedness lwd ~ N, 
i = 1, ... , 4, and that y(u, vi) and y(u, v4 ) are continuous functions of v1 and of v4 

respectively over the required domains. Further, to consider the effect of v3 , denote 

so that, by inspection of(3.l), a(v3 ) has an effect similar to that of the noise v4 , and we 
obtain 

(3.5) 
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Since v3 E S 0 (8P), we have, by the differential-boundedness of A, that a(v3) E S0 (8m). 
Thus u - a(v3) E So((58r), and it follows by the input/output stability of I:(1t,lf,) that 
y(u, v3) is bounded, i.e. there is a real a> 0 such that y(u, v3) E S0(aP), and consequently 
y(u, V3) + V3 belongs to So((a + 8)P) for all pairs u E So((48r) and V3 E So(8P). Now, let 
[J > 0 be an arbitrary real number. By the assumed continuity of I:(1r,4>> on the compact 
domain S0((58r), we have uniform continuity there, so there is a real b1 > 0 such that 
p[y(u, V3)- y(u, O)J = p{L(1t,q,)[u - a(v3)J - I:(1t,q,)[u]} < () for all u E So((48r) and all 
a(v3 )ES 0 (8m) satisfying p[a(v3 )] <b 1 • Furthermore, since A is stable on the compact 
set S0 ((a + 8)P), it is uniformly continuous there. Consequently there is a real b2 > 0 
such that p[A(x) - A(z)] < b1 for all x, z E S0((a + 8)P) satisfying p(x - z) < b2. Thus, 
for all v3 E S0(8P) for which p(v3) < b2, we obtain p[a(v3 )] = p[A(y + v3 ) - A(y)J < b1 

for all yE S0(aP). Summarizing, we have p[y(u, v3 ) - y(u, O)] < [J for all v3 E S0(8P) 
satisfying p(v3 ) < b2 and for all u E S0((48r), and it follows that y(u, v3 ) depends 
continuously on v3 at the origin. Boundedness of all internal signals under the effect of 
v3 also is a direct consequence of (3.5), the fact that u - a(v3) E S0((58r), and the 
Lemma assumption on the boundedness of the internal signals. 

Finally, to consider the effect of v2 , we denote 

{3(v2 ): = B[B - 1 (w1 ) + v2 ] - B[B- 1 (w1 )] 

so that B - 1 [{3(v2) + w1 J = B - 1 (w1) + v2, and {3(v2) has an effect similar to that of the 
noise v1 , or 

(3.6) 

By the differential-boundedness of B, we have {3(v2) E S0(8m) for all v2 E S0(8m) and all 
W1ES0(Rm). Consequently, for any pair UESo((48r) and V2ES0(8m), we obtain 
u + {3(v2) E S0((58r), and it follows by (3.6) and the Lemma assumptions that 
any noise v2 E S0 (8m) does not disturb the boundedness of the internal signals 
lwil ~ N, i = 1, ... , 4. In particular, since lw2 1 ~ N and lv2 1 ~ 8, we have IB- 1(wi)I 
~ N + e. The continuous dependence of y(u, v2 ) on v2 at its origin follows then by 
a uniform-continuity argument applied on a compact domain, similarly to the argu
ment we used in the last paragraph for the effect of v3 • 

To conclude our proof, we note that the simultaneous application of all four noises 
v1 , v2 , v3 and v4 will, by the above considerations, result in the equivalent input noise 

so that 

(3.7) 

As we have seen before, whenever lvil ~ 8, i = 1, ... , 4, we have lv11 < 8, lv4 1 < 8, la(v3)1 

< 8, and lf3(v2 )1 < 8, independently of the other signals in the composite system, so that 
then VESo((48r), and consequently u + VESo((58r) for all UES0(8m). By the Lemma 
assumptions regarding the restriction of I:(1r,q,) to S0 ((58t), it follows that, whenever 
lvd ~ 8, i = 1, ... , 4, and lul ~ 8, all internal signals wi, i = 1, ... , 4, remain bounded by 
N, and the output y depends continuously on v. Furthermore, applying the evident re
lation p[y(u, V1, V2, V3, V4)- y(u, 0, 0, 0, O)] ~ p[y(u, V1, V2, V3, V4)- y(u, 0, Vz, V3, V4)] 
+ p[y(u, 0, V2, V3, V4) - y(u, 0, 0, V3, V4)] + p[y(u, 0, 0, V3, V4)- y(u, 0, 0, 0, V4)] 
+ p[y(u, 0, 0, 0, v4 ) - y(u, 0, 0, 0, O)], and replacing in each term the fixed internal-
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noise signals by their external-input equivalents, it follows by the previous parts 
of this proof that y depends continuously on (v1 , v2 , v3 , v4 ) at the origin, as long 
as lul ~ () and lvd ~ e, i = 1, ... , 4. Under these conditions, y evidently also depends 
continuously on u, and our proof is concluded. D 

The basic strategy we employ toward the solution of the stabilization problem for 
a non-linear system L can be briefly outlined as follows. First, we assume that Lhasa 
right-coprime fraction representation L = PQ - 1

, and we denote its factorization space 
by S. As we have discussed in § 2, the existence of a right-coprime fraction 
representation means that I: is a homogeneous system, for example a recursive system 
possessing a continuous recursion function. Next, we need the bounded part of the 
factorization space S to be 'rich' enough in the following sense. We assume that S 
contains a subset S' that is C-morphic to S0 ((58r), where()> 0 is a real number, and 
we let M: S' ~ S0 (58r) be a unimodular transformation. (Note that in such cases, the 
map Mc:= cM, where c > 0 is any positive real number, induces a unimodular 
transformation Mc: S' ~ S0 ((5c8r), so that the actual value of 8 can be arbitrarily 
chosen, and it has no structural significance.) We shall discuss in the next section the 
implications on L of the assumption that M exists, and we shall see there that this 
assumption is not overly restrictive, and that it is satisfied by many commonly 
encountered stabilizable systems. We shall also discuss in the next section the 
computation of M. Using the unimodular transformation M, we shall construct in§ 7 
a pair of stable and differentially bounded systems A: S0 (RP)-4 S0 (Rm) and B: S0 (Rm) 
-4 S0 (Rm), where A is causal and Bis bicausal, such that the equation 

APv+ BQv = Mv (3.8) 

holds for all v ES'. In the next Theorem we show that, on setting n: = B- 1 and¢:= A, 
the system I:<1r,lf>> becomes internally stable, when restricted to S0 (8m). Thus the 
stabilization problem reduces to the computation of the maps A and B, discussed in 
§ 7 below. 

Theorem (3.9) 

Let I:: S0 (Rm) ~ S0 (RP) be a causal homogeneous system, and let 8 > 0 be a real 
number. Let I:= PQ- 1 be a right-coprime fraction representation, and let Sc S0 (Rq) 
be its factorization space. Assume S contains a subset S' which is C-morphic to 
S0 {(58r), and let M: S' ~ S0 {{58r) be a unimodular transformation. Assume there is a 
pair of stable maps A: S0 {RP) ~ S0 (Rm) and B: S0 (Rm) ~ S0 (Rm) satisfying the 
equation APv + BQv = Mv for all v ES', where A and Bare differentially bounded by 
e, A is causal, and Bis bicausal. Then the composite system L<8 - 1,A> is internally stable 
for all input sequences u E So(em). 

Proof 

We refer to diagram (3.1). In view of Lemma 3.4 and the assumptions of the present 
Theorem, it is enough to show that, for inputs u E S0 ((50r) and for zero noise, the 
composite system I:<8 - 1,A> is input/output stable, and its internal signals satisfy lwd 
~ N, i = 1, ... , 4, for some real N > 0. To this end, we assume zero noise, i.e. vi= 0, 
i = 1, ... , 4, and we recall that, by the Theorem assumptions, the domain of M - 1 is 
S0 ({50r). Then, using calculations similar to the one employed in the derivation of 
(1.6), the following formulae follow readily for all input sequences u E S0 ((50r): 
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w 1 =u-Ay=[J +Al:B - 1r 1u=BQM - 1u 

w 2 = B- 1 w 1 = QM - 1u 

Y = l:<B-1,A)u = l:w 2 = PM - 1u 

w 3 =y=PM - 1u 

w4 =Ay=APM - 1u 

1361 

By the stability of P, Q, A and B, and by the stability of M - 1 over S0 ((58r), the 
following facts are valid. (i) :l:<B- 1,A> = PM - 1 is input /output stable when restricted to 
S0 ((58r). (ii) There are real numbers Ni> 0, i = l, ... , 4, such that 

BQM - 1 [So((5Br)] C So(NT) 

QM- 1 [So((Sern c So(N~) 

PM - 1 [S0 ((58r)] c So(N~) 

APM - 1 [S0 ((58r)J c S0 (N',f) 

Consequently, denoting N:= max {N1 ,N 2 ,N 3 ,N 4 }, we obtain that, for all input 
sequences u E S0 ((5Br), the internal signals satisfy lwd ~ N, i = l, ... , 4. In view of (i), 
this concludes our proof. D 

4. Full stability subspaces 
Let I:: S0 (Rm)-+ So(RP) be a non-linear system. We say that I: is stabilizable if there 

exists a real () > 0 and a pair of causal compensators n: S0 (Rm)-+ S0 (Rm) and 
<P: S0 (RP)-+ S0 (Rm) such that :l:<1r,ct,> is internally stable for input sequences belonging 
to S0 (fJm). In the present section we discuss certain structural requirements-the system 
I: has to satisfy in order t6·be stabilizable. In other words, we discuss some necessary 
conditions for stabilizability. To reveal at the outset the main aspect we are interested 
in currently, we note that many rather innocently looking simple non-linear systems 
cannot be stabilized. Indeed, consider the two strictly causal recursive systems 
l: 1 , :l:2 : S0 (R)-+ S0 (R) with recursive representations given by 

:l:1: YH1 = 2yk + uf 
l:2: Yk+ 1 = 2yk + exp (uk) 

(4.1 a) 

(4.1 b) 

and with initial condition y0 = 0. (Note that l: 2 is an injective system.) It is easy to see 
that, for :l:1 , the identically zero-input sequence u = 0 is the only input sequence for 
which the output sequence y is bounded, whereas for l: 2 there is no input sequence for 
which the output sequence is bounded. Consequently, the only way to obtain a 
bounded output sequence when l: 1 is connected in the configuration (3.1) is to require 
n = O; but then, any non-zero noise signal v2 will destroy the output boundedness, 
owing to the fact that, when n = 0, the output of n evidently cannot compensate for the 
effect of the noise. For l: 2 there is no pair of compensators n and <P for which the 
output of :l:2<1r,ct,> is bounded. Thus l: 1 and l: 2 are not stabilizable in the above sense. 
The intuitive insight that we gain from these two examples is profound. We learn that, 
for stabilizability of a system :l:, the set of input sequences for which :l: produces 
bounded output sequences must be a 'rich' enough set, in a suitable sense. The 
clarification of this intuitive conception, and the discussion of some concrete examples 
of stabilizable systems, form the core of our present section. Owing to the extensive 
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use of right-coprime fraction representations of systems in the other sections of the 
paper, we shall limit our attention in this section also to systems having right-coprime 
fraction representations, i.e. to homogeneous systems. 

Let "£: S0 (Rm)--+ S0 (RP) be a homogeneous system. A subset S5 c S0 (Rm) is a 
stability subspace of "£ if there exists a pair of real numbers (), N > 0 such that S5 

c S0 (()m) and "£[S5 ] c S0 (NP). Simply stated, a stability subspace is a set of bounded
input sequences generating bounded-output sequences. The interest in stability 
subspaces arises from the fact that, if"£: S0 (Rm)--+ S0 (RP) is a homogeneous system 
and if S5 c S0 (()m) is a stability subspace of"£ then, by homogeneity, the restriction of"£ 
to the closure S5 of S5 in S0 (()m) is a continuous map. In other words, the restriction of 
"£ to a stability subspace is a stable system, and the closure of a stability subspace of"£ 
is again a stability subspace of"£. We also note that, as a direct consequence of the 
definition, every subset of a stability subspace is a stability subspace as well. We next 
discuss the structure of the stability subspaces of stabilizable systems. 

Let "£: S0 (Rm)--+ S0 (RP) be an injective, homogeneous and causal system, and 
assume there is a pair of causal compensators n and </>, where n is injective, such that 
"Ecn,tJ,J is well defined and internally stable when restricted to S 0 (()m), for some real 
() > 0. We require the injectivity of n in order to ensure that the stabilized system Lcn.tJ,> 
inherits the injectivity of the given system"£ (see (1.2)). Referring again to (1.2), we have 
Lcn,tJ,> = "Et/lcn.tJ,J· We next show that the subspace S*: = t/Jcn.tJ,J [S 0 (8m)] is a stability 
subspace of"£, and that it is C-morphic to S0 (8m). Indeed, referring to (3.1), we have 
w2 = t/Jcn,q,Ju, so that, by internal stability, there is a real N 1 > 0 such that 
t/Jcn,tJ,J [S0 (8m)] c S0 (NT), or S* c S0 (NT). Moreover, by the stability of Lcn.q,J, there is a 
real N > 0 such that "Ecn,q,J[S0 (()m)] c S0 (NP), so that "f.[S*] = Lt/lcn,q,J[S0 (()m)] 
= "Ecn,q,J[S0 (8m)] c S0 (NP), and it follows that S* is a stability subspace of"£. Further, 
by homogeneity,"£ is continuous on the compact set S* c S0 (NT), and consequently, 
by injectivity, "£ induces a homeomorphism "£: S*--+ "f.[S*]. But then, since clearly 
t/Jcn,q,)U = L - l L(n,q,)U for all U E So(()m), it follows by the continuity of L(1t,tp) on So(()m) 
and the continuity of r.- 1 on "£[S*J that t/Jcn,tJ,J is continuous when restricted to S0 (()m). 
By the injectivity of t/Jcn.tJ,J and the compactness of S0 (8m), the latter implies that 
t/Jcn.tJ,>: S0 (8m)--+ S* is actually a homeomorphism. Thus we conclude that the stability 
subspace S* is C-morphic to S0 (8m), and "£ has a stability subspace C-morphic to 
S0 (£r). This completes the proof of the following statement. 

Proposition (4.2) 

Let "£: S0 (Rm)--+ S0 (RP) be an injective, homogeneous and causal system, and let 
e > 0 be a real number. Assume there is a pair of causal compensators n: S0 (Rm) 
--+ S0 (Rm) and </>: S0 (RP)-+ S0 (Rm), where n is injective, such that Lcn.tJ,> is well defined 
and internally stable when restricted to S0 (8m). Then Lhasa stability subspace which 
is C-morphic to S0 (8m). 

Returning now to our previous vague remark following (4.1) regarding the 
'richness' of the set of bounded-input sequences producing bounded-output sequences 
(i.e. the 'richness' of the stability subspaces), we see from Proposition 4.2 that this sef 
must indeed be 'rich' enough to contain a subset that is C-morphic to S0 (8m). 
Proposition 4.2 gives a precise meaning to our qualitative opening remarks. 

From Proposition 4.2 we see that a necessary condition for the stabilization of an 
injective homogeneous system L is that L possess a stability subspace S5 for which 
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there is a unimodular transformation M: S5 ~ S0 ((r), for some real e > 0. We note 
that, owing to compactness of S0 (8m), the maps M and M - 1 are both uniformly 
continuous with respect to p. A significant simplification of our ensuing discussion 
results if we assume that, in addition, M also is uniformly [«x>-continuous. This is a 
slightly stronger requirement than the actual necessary condition, but, nevertheless, as 
we show below, it is satisfied by a wide variety of common stabilizable non-linear 
systems. The exact requirement that we make is that L possess a 'full stability 
subspace', defined as follows. 

Definition ( 4.3) 

Let L: S0 (Rm) ~ S0 (RP) be an injective homogeneous system, let Ss c S0 (8m) be a 
stability suospace of L, and let Ss be the closure of Ss in S0 (8m), where e > 0 is a real 
number. We say that Ss is a full stability subspace if there is a bicausal, stable and 
uniformly Z«x>-continuous map M: S0 (Rm) ~ S0 (Rm) such that M[S 5 ] = S0 (/Jm) for 
some real p > 0. 

In order to clarify the connection between Definition 4.3 and our previous 
discussion, we state the following. 

Lemma (4.4) 
Let M: S0 (Rm) ~ S0 (RP) be a causal and uniformly [«x>-continuous map. Let e > 0 

be a real number, and let Sc S0 (8m) be a subset for which M[SJ c S0 (/JP) for some real 
p > 0. Then the restriction of M to Sis a continuous map (with respect to p). 

Proof 
We use the notation of the Lemma. Let e > 0 be a real number. Since M is 

uniformly Z00 -continuous, there exists a real [J > 0 such that IM(u) - M(v)I < e for all 
elements u, v E S0(Rm) for which lu - vi< fJ. Let a~ 0 be any integer. Then, by the 
causality of M and its uniform Z00 -continuity over S0 (Rm), we have that IM(u)J0 
- M(v)Jol < e for any pair of elements u, VES for which luo -Vol< b. In particular, 
choose a so that i- 0 p < e. Then, recalling the definition of p, we have p[M(u)- M(v)J 
~max{IM(u)Jo-M(v)Jol,2 - a- lp}<e for all elements u,vES satisfying p(u-v) 
< 2- a fJ. But this implies that the restriction of M to Sis continuous (with respect to p ). 

D 

Returning now to Definition 4.3, we see that the map M is continuous when 
restricted to Ss. By the injectivity of M and the compactness of Ss, the map 
M actually forms a homeomorphism M: S5 ~ S0 (Pm). Thus the stability subspace 
Ss is C-morphic to S0 (Pm), and we see that the existence of a full stability 
subspace is a somewhat stronger version of the necessary condition for stabilization 
mentioned in Proposition 4.2. The relevance of full stability subspaces to our theory 
originates from the fact that they are instrumental in the construction of the stable 
systems A and B mentioned in the discussion of (3.8). As is implied by that discussion, 
the systems A and B form the key to our stabilization procedure. The exact way in 
which stability subspaces aid in the construction of these systems will become clear in 
§ 7, where we provide the detailed description of the stabilization procedure. 
Meanwhile, we devoted the remaining part of this section to the discussion of some 
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concrete examples of families of systems possessing full stability subspaces. As we shall 
see, the existence of full stability subspaces is related to a certain controllability 
notion, and many common stabilizable systems do indeed possess full stability 
subspaces. 

As a broad example for the investigation of stability subspaces, we consider the 
family of systems having continuous realizations in the following sense. (We remark 
that similar ideas can be applied to other classes of systems as well.) Let L: S0 (Rm) 
~ S0 (Rn) be a system. We say that Lhasa continuous realization if there exists a pair of 
continuous functions f: RP x Rm~ RP and h: RP x Rm~ Rn such that, for each input 
sequence u E S0 (Rm) the output sequence y: = Lu can be computed recursively from 
the equations 

:Er: Xk+ 1 = f(xk, uk), Xo = 0 

Yk = h(xb uk) 

(4.4 a) 

(4.4 b) 

for all integers k ~ 0. We denote by Lr the recursive system of (4.4 a) (together with the 
appropriate initial condition x 0 = 0). Owing to the continuity of h, every stability 
subspace of Lr is a stability subspace of Las well. We shall consider then the existence 
of stability subspaces for recursive systems of the form (4.4 a). For this purpose, we 
define the following terminology. 

Let :E: S0(Rm) ~ S0(RP) be a recursive system with representation xk+ 1 = f(xb uk), 
where f: RP x Rm~ RP is a continuous function. For each integer j ~ 1 we denote by 
fj(x, u0 , u1 , ... , ui) the jth iterate of the function f, defined recursively by 

f 1 (x, u0 ): = f(x, u0 ), 

f;+ 1 (x, u0 , ••. , ui): = fj(f(x, u0 ), u1 , ... , ui) 

As we can see, the function fj provides the output value xk+ j, when the output value 
x: = xk and the input values ub uk+ 1 , ... , uk+ j - l are specified. By the continuity off, 
all the iterates fj, i = 1, 2, 3, ... , are continuous functions. 

The reachable set ~(:E) of the system L: S0 (Rm) ~ S0 (RP) is a subset of RP, defined 
by 

00 

~(:E): = U U {Yk I Y = Lu} 
ueSo(Rm) k = 0 

and it simply consists of all possible output values of L. 
Further, given a pair of real numbers ex, /3 > 0, an integer j ~ 0, and a point 

xE~(L)n[ -ex, ex]P, we denote by Cj(ex, {3, x) the set of all input values (u0 , u1 , ... , uj), 
where ui E [ -/3, /Jr, i = 0, 1, ... ,j, which produce at time j + 1 an output value 
xi+ 1 : = f;+ 1 (x, u0, ... , uj) belonging to [ -ex, ex]P. More directly, letfj\ 1 be the inverse 
set-function off;+ 1, and let Pu: RP X (Rmy+ l ~ (Rmy+ l: Pu(x, Uo, ... , uj)H(Uo, ... , uj) 
be the standard projection onto the factor of the product space. Then we have 
Cj(ex, /3, x) = Pu{(fj\ 1[ -ex, ex]P)n({x} x [ -/3, /J]mU+ll)}. We refer to Cj(a, /3, x) as a 
j-step controllability set. Clearly, Cj(a, {3, x) is a subset of [ -/3, p]mU+ 1l, and it consists 
of all input values (bounded by /3) that take a state x bounded by ex into another state 
also bounded by ex, j + 1 steps later. There is no specific requirement for the output 
values at the intermediate times; however, by the continuity of the functions f1 ,f 2 , ••• ,fj, 
the intermediate output values will all be uniformly bounded . 

To discuss the significance of our controllability sets, fix a pair of real numbers a, f3 
> 0 and an integer d ~ 0, and assume that the d-step controllability set CA a, {3, x) is 
non-empty for every x E [ - ex, ex JP. Starting at t = 0 from the initial condition x 0 = 0, 
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each set of input values (u0 , ••• , ud) E CA a, p, 0) leads to a state xd+ 1 = 
fd+ 1 (0, u0 , ••• , ud) bounded by a. Further, each set of input values (ud+ 1, ... , u2d+ i) 
ECd(a,p,xd+d yields a state x2d+ 2 =f2d+ 2 (0,u 0 , ••• ,u2d+d again bounded by a. 
In general, every input sequence u E S0 {Rm) for which (u0 , ••• , ud) E CA a, p, 0) and 
(ui<d+ 1J, ... , Uu+ l)(d+ lJ- d E CA a, P,/;(d+ 1>(0, u0 , •.. , ui(d+ lJ-d) for all integers j ~ 1, 
generates an output sequence x: = l:u for which all elements xi(d+ lJ,j = 0, 1, 2, ... , are 
bounded by a. Now, by definition, all such input sequences u are bounded by p. 
Moreover, using the continuity of the functions f 1 ,f 2 , ••• ,l,i and the evident relation 
xi(d+ lJ+k = fk(xi<d+ lJ, ui(d+ lJ, ... , ui<d+ lJ+k- d, k = 1, 2, ... , d, it follows readily from 
our previous observations that there is a real number y ~ a such that the whole 
sequence x is bounded by y, for every input sequence u satisfying the above 
requirements. Thus the set of input sequences u, constructed as before from the d-step 
controllability set CAa, p, x), forms a stability subspace of L. Furthermore, this 
stability subspace can be computed directly from the recursive representation on:: (see 
examples below). 

Consider a family of functions {gj},j = 0, 1, 2, ... , where, for each integer j ~ 0, 
gi:(Rm)i+ 1 --+RP: (u0 , ••• , ui)f--+gj(u 0 , ••• , uj). We say that the family of functions {gi} is 
uniformly continuous over S0 (Rm) if, for every real e > 0, there is a real b > 0 such that, 
for all integers j ~ 0 and for any pair of sequences u, v E S0 {Rm), one has 
lgj(v 0 , v1, ... , vi)- gj(u 0 , u1, ... , uj)I < e whenever l(v0 , v1, ... , vj)-(u 0 , u1, ... , u)I < b. 

We define now a class of systems that, as we show below, possess full stability 
subspaces. 

Definition ( 4.5) 

Let L: S0 (Rm)--+ S0 (RP) be a recursive system with a recursive representation 
xk+ 1 = f (xk, uk), x 0 = 0, where f: RP x Rm--+ RP is a continuous function. The system 
L is uniformly controllable if there exists a real number e > 0, an integer d ~ 0, 
and a pair of real numbers a, p > 0 such that the following holds. For every element 
x E Bf(l:) n [ -a, aJP, the d-step controllability set CA a, p, x) contains a closed ball 
Be(c(x)) in (Rml+ 1 offixed radius e, centred at the point c(x)E(Rml+ 1, where the func
tion c(x) is a uniformly continuous function of the input values leading to x from 
within the balls, as follows. The family of functions gj(u 0 , ••• , ui(d+lJ- d := 
c(/;(d+lJ(O, u0 , ••• , ui(d+l)- 1)),j= 1, 2, 3, ... , is uniformly continuous over the 
set of all input sequences uES 0 (Rm) satisfying (u0 , ••• , ud)E.Be{c(O)) and 
(ui(d+ lJ• ... , uu+ l)(d+ lJ- d EBE [c(/;(d+ 1>(0, u0 , • •• , ui(d+ 1> _ i))J for all integers j ~ 1. 

Qualitatively speaking, uniform controllability means that, for each state x 
bounded by ex, there is a ball of input values bounded by p, all of which produce, after 
d + 1 steps starting from x, an output value bounded again by a. The centre c(x) of this 
ball of input values may vary from one state x to another, but it must depend in a 
uniformly continuous way on the input values leading to that state from the initial 
condition x 0 = 0. The radius e of this ball must remain fixed. Before discussing 
Definition 4.5 in more detail, we provide several examples of uniformly controllable 
systems. 

Examples ( 4.6) 
Consider the recursive system l: 1 : S0 {R)--+ S0 {R) given by 

I: 1 :xk+ 1 =2xk+uf, x 0 =0, k=0,1,2, ... 
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Let rx > 0 be a real number. On choosing f3 ~ (3rx)113, we obtain by a simple 
computation that 

C0 (rx, {3, x) = [( - rx - 2x) 113, (rx - 2x) 113
] 

A further simple computation shows that, when minimizing over all values 
x E [ -rx, rx], the minimal radius of the interval C0 (rx, {3, x) is rm:= !(3 113 

- l)a.113
. 

Consequently, for every value of x E [ -rx, rx], the set C0 (rx, {3, x) contains a ball (in R) 
of radius rm> 0. The centre of this ball is at c(x): ="![( -rx - 2x) 1

'
3 + (rx-2x) 1

1
3

]. Using 
the fact that L 1 is linear in ut and the fact that all output values are bounded by 
rx for the input sequences we consider, it can be readily shown that the family of func
tions {gi} mentioned in Definition 4.5 is uniformly continuous over the required set 
of input sequences. Thus L 1 is a uniformly controllable system. 

As another simple example, consider the recursive system L2 : S0 (R) ~ S0 (R) given 
by 

L 2 :xk+1 =xfuk, x0 =/=-0, k=0,1,2, ... 

It is easy to see that here, for any pair of real numbers rx, f3 > 0, 

for X = 0 

{

[ -/3, /3] 

Co(a,{3,x)= [- :z, :2Jn[-/3,/3] for x,,SO 

If we choose rx ~ 1, f3 ~ 1, the set C0 (rx, {3, x) contains the interval [ -1, 1] for any value 
of x E [ -rx, rx]. Thus we can choose B = 1 and c(x) = 0 for all x E [ - rx, rx], and L 2 is 
evidently uniformly controllable. In this case, we see that the centre of the ball .Bic(x)) 
is fixed as well, in contrast with the situation in our previous example. In both of these 
examples, we were able to satisfy the uniform-controllability requirement already at 
the step d = 0. This may not be possible in general, especially in the case of 
multivariable systems, as can be seen from the following example: 

L3: (xk+ 1) = (2xk + uf), (Xo) = (0) 
Yk+1 xk + 2yk Yo 0 

which is uniformly controllable (for d = 1). 
As a final example, we consider the recursive system L 4 : S0 (R) ~ S0 (R) given by 

Choosing rx = 1 and f3 = 1, we have 

C0 (1, 1, x) = [ - l - x, 
1 

- x] n [ -1, 1] for x =I=--1, and C0 (1, 1, -1) = [ -1, 1] 
l+x l+x 

A simple minimization with respect to x shows that [ -1, OJ c C0 (1, 1, x) for all 
XE [ -1, 1]. Thus we can choose B =! and c(x) = -!, and the conditions of uni
form controllability for L4 are satisfied. In this case, again, the centre of the input 
values ball could be left fixed. As we have seen before, this is not always possible. 

As the above examples show, the condition of uniform controllability is, in many 
cases, rather easy to check explicitly. When reflecting on the implications of Examples 
(4.6) and (4.1), it seems intuitively that the condition of uniform controllability is 
satisfied by most systems that one would expect to be stabilizable. In order to obtain a 
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more concrete feeling on how common uniformly controllable systems are, we provide 
the following statement, which shows that, generically, a recursive system having a 
twice continuously differentiable recursion function is uniformly controllable. 

Proposition ( 4. 7) 
Let L: S0 {Rm) ~ S0 (RP) be a recursive system with representation xk+ 1 = f(xk, uk), 

x 0 = 0, where f: RP x Rm~ RP and f(O, 0) = 0. Assume that f is a twice continuously 
differentiable function having continuous second-order partial derivatives (in some 
neighbourhood of 0). Let J 1 (0) be the jacobian matrix off at the point 0, and write 
J 1 (0) = (A, B), where A is a p x p matrix and Bis a p x m matrix. Assume that the pair 
(A, B) is controllable, and that the eigenvalues A.1 , ... , AP of A are distinct and satisfy 
IA.ii =I-l for all i = l, ... , p. Then the system Lis uniformly controllable. 

Proof 

We consider first the controllable linear system 

Lo: xk+ 1 = Axk + Buk =: L(xk, uk) 

In view of the linearity and the controllability of Lo, thetre is an integer d ~ 0 for 
which the following holds. For every real ex > 0 there is a pair of real numbers {3, ea > 0 
such that, for every x E [ -ex, ex JP, there is a closed ball .B(c(x)) c (Rm)d+ 1 of radius ea 
contained in ([ -/3, p]mt+ 1 and centred at the point c(x) E ([ -/3, {3]m)d+ 1 such that 
Ld+ 1 (x,u 0 , ... ,ud)E[-0·9oc,0·9oc]P for all (u0 , ••• ,ud)EB(c(x)), where Ld+l is the 
(d + !)-iterate of L. By linearity, it can be readily seen that one can choose /3 = roe, 
where r is a fixed number, and we can evidently take r ~ l (since the increase of /3 
has no effect). Furthermore, again by linearity, it can be readily verified that the func
tion c(x) is a linear function of x. 

Returning now to the original system L, let s: = (x, u0 , ••• , ud) and t: = 
(y, v0, ... , vd) be two points, and consider the linear approximation of the (d + !)
iterate armmd the point s: 

fd+ 1 (t) - fd+ 1 (s) = Ls(t - s) + Es(t) 

where Ls is a linear function, and lim It - sl- 1 Es(t) = 0 as It - sl ~ 0. We write 
Ls(t - s) = As(y- x) + Bs(v0 - u0 , ••• , vd - ud), and we notice that A 0 = Ad+ 1. Let 
A.'1 , ... , A~ be the eigenvalues of A0 , let ai: = IIA;l -11, i = l, ... , p, and denote 
a:= t min {1, a 1 , ... , aP}. Then, by our assumptions, a> 0. We define the norm IHI of 
a matr.ix H by IHI:= max {IHxl, lxl = 1 }, so that IHxl::::;; IHI lxl for all x. Considering 
now the linear approximation at the ongm Xu+ l)(d+ l) = A0xi(d+ l) 
+ B0 (ui<d+ 1), ... , uu+ l)(d+ l)-d + E0 (xi<d+ 1), ui<d+ 1), ... , Uu+ l)(d+ l)-d, we use a linear 
transformation to change the coordinates of x so that A 0 becomes a diagonal matrix. 
All our following discussion is in these coordinates, although, for conciseness, we 
continue to use the same notation for x,f, As, Bs, Es as before. The input sequence u is 
not affected by this transformation. 

By the continuity of the partial derivatives off, there is a compact neighbourhood 
N of the origin such that IAs -A 0 I ::::;ta for alls EN. Let y: = min {0· 1, ta}. Using the 
Taylor approximation formula, the fact that fd+ 1 has continuous second-order 
derivatives, and the compactness of N, it follows that there is a real l> > 0 such that 
IEs(t) I < (y/r)lt - sl for all points s, t EN for which It - sl < l>. Since N was a neighbour
hood of the origin, it contains a ball centred at the origin, say of radius l>' > 0. 
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Returning now to the first paragraph of this proof, we let a:= min { b/2r, y/2r, {J'/2r} 
and /3: = rrx. Then, since y ~ O· l, we have by our construction that fd+ 1 (x, u0 , ... , ud) E 
[ -a, rx]P for all xE[ -a, rxJP and for all (u0 , ••• , ud)E.B(c(x)). This implies that .B(c(x)) 
c CArx, {3, x), where CArx, {3, x) is the d-step controllability set for the original system 
L. (We use for x here the coordinates in which A 0 is diagonal.) Thus our proof will 
conclude upon showing that the family of functions {gi} of Definition 4.5 is uniformly 
continuous. 

Let Sc S0 (/3m) be the set of all input sequences u E S0 (Rm) satisfying 
(u0 , ••• , ud) E B(c(O)) and (ui(d+ l), ... , Uu+ l)(d+ l)- 1) E B[c(/;(d+ 1)(0, u0 , . .• , ui<d+ l)-d)J. In 
view of the fact that c(x) is a linear function of x, the uniform continuity of the family 
{gJ follows if we show that the restriction of L to Sis uniformly /CX>-continuous. We 
next prove the latter. 

Let b5 := IBsl and b:=max{b 5 ,sEN}, so IBs(u0 , •.. ,ud)l~bl(u 0 , .•• ,ud)I for all 
applicable input values. Consider now two input sequences u, v ES, let x: = Lu, 
y: = I:v, z: = y - x and w: = v - u, and note that z is a bounded sequence. Denote 

s: = ~xi(d+ 1>, ui<d+ l>• ... , uu+ l)(d+ 1)- 1). Then, 

zu+ 1)(d+ 1> = Ls(zi(d+ 1>• wi<d+ 1), ... , Wu+ l)(d+ 1i- d 

+ Es(yi<d+ 1), vi(d+ 1), ... , Vu+ l)(d+ 1>- d 

= Aozj(d+ 1) + (As - Ao)zj(d+ 1) 

+ Bs(wj(d+l), ... , Wu+l)(d+l) - 1) + Es (*) 

By our construction, IEsl ~ ial(zi(d+ l), wi(d+ l), ... , Wu+ l)(d+l)- l )I~ ialzi(d+ 1)1 
+ialwj(d+l), ... , Wu+l)(d+l) - dl, and l(A5 -A 0 )zj(d+l>I ~ialzi<d+l)I· Now fix the input 
sequence u ES, and consider the set of all input sequences v ES for which lwl = Iv - ul 
< i; for some real i; > 0. Decompose zk(d+ 1> = z~<d+ 1> + zi<d+ 1> into a direct sum, where 
z~(d + 1> corresponds to eigenvalues of A 0 having absolute value less than one, and 
zi<d+ 1> corresponds to eigenvalues of A 0 having absolute value greater than one, and 
recall that A0 is diagonal. Let lz"I := sup {lzJ(d+l)l,j = 0, 1, 2, ... }, and note that, since z 
is a bounded sequence, lz" I exists. Then, using (*), we obtain 

lzci+ l)(d+ 1)1 ~ (1 - a)lzJ(d+ 1)1 +bi;+ 2(a/8)1z1(d+ 1>1 + 2(a/8)1z.1<d+ 1>1 + (a/8)i; 

~ (1 -Ja)lzJ<d+ 1)1 + (b + ia)i; + !alz" I 

Using z~ = 0 and complfting the series sum, we have 

lzkcd+lJI.;; 3:[ (b + i+ + ialz"I] 

for all integers k ~ 0. Similarly, again using(*), 

lzu+ 1)(d+ 1>1 ~ (1 + a)lz.1<d+ d - bi; - 2(a/8)1z.1<d+ 1) 1- 2(a/8)1z1<d+ 1>1- (a/8)i; 

~ (1 + !a)lzJ<d+ 1)1- l2alz"I - ~b + }a)i; (**) 

where, in the last step, we substituted the bound for lzJ<d+ 1>1 derived before. Denote 
e: = b + ia and choose an integer j ~ 0 for which (1 + Ja)lz.1<d+ 1>1 = (1 + }a)lz"l-e, 
where B ~ 0. By the definition of lz"I, we have lzu+ l)(d+ 1)1 ~ lz"I for all integersj ~ 0, so 
we must have from(**) 

(1 + fa)lz" 1- e -!e~ ~ lz"I 
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or 
2e 3 

lz"l~-~+ - t: 
a 2a 

However, in the last inequality, t: can be chosen arbitrarily close to zero, so we obtain 
jz"I ~ (2e/a)~. Substituting into the previous bound, we obtain lzi<d+ 1 >1 ~ (4/3a) 
(e +!)~,and it follows that there is a constant a> 0 such that lzld+ 1 < a~, where lzld+ 1 
: = Sup {lzi(d+ 1)1,j = 0, 1, 2, ... }. By the continuity of the iterated functionsf 1 ,f 2 , .•. ,fri, 
this implies that for every real ( > 0 there is a real ~ > 0 such that jI:u - I:vl < ( for all 
elements u, v E S satisfying ju - vi < ~, and it follows that the restriction of I: to S is 
uniformly Z00 -continuous. In view of the above arguments, this concludes our proof. 

D 

The requirements listed in Proposition 4. 7 are not really necessary conditions for 
uniform controllability, as can be seen from some of Examples (4.6). Nevertheless, 
Proposition 4.7 provides us with a strong indication that many of the commonly 
encountered systems that one expects to be stabilizable, are indeed uniformly 
controllable. 

We now show that every uniformly controllable system has a full stability 
subspace. 

Theorem (4.8) 
Let L: S0 (Rm)-+ S0 (RP) be a recursive system with a recursive representation 

xk + 1 = f (xb uk), x 0 = 0, where f: RP x Rm-+ RP is a continuous function. If I: is uni
formly controllable then it has a full stability subspace. 

Proof 
We assume that I: is uniformly controllable, and we employ the notation of 

Definition 4.5. Using the balls .Be(c(x)), we construct recursively, for every integerj ~ 1, 
the subsets Sic (Rmy<d+ 1> as follows. We let S1 : = .Be(c(O)), and, having constructed Si, 
we let Si+l be the set of all points (u0 , ••• , uu+l)(d+l) - 1)E(Rm)U+l)(d+l> for which 
(u0 , ••• , ui<d+l)- i)ESi and (ui(d+l), ... , uU+l)(d+l>-i)EBi;(gj(u 0 , ... , ui(d+l)-i)). For no
tational convenience, we take S0 : = 0, the empty set. Further, we let S* c S0 (Rm) be 
the set of all sequences u E S0 (Rm) for which (u0 , ... , ui<d+ l)- d E Si for all integersj ~ 1. 
By definition of the balls .Bi;(c(x)), we have S* c S0 (/r) and, as we have seen in the two 
paragraphs preceding Definition 4.5, there is a real y ~ct> 0 such that I:[S*] c S0(yP), 
so that S* is a stability subspace of I:. We show now that S* is actually a full stability 
subspace of I:, by constructing a unimodular, bicausal and uniformly Z00 -continuous 
transformation M: S0 (Rm)-+ S0 (Rm) for which M[S*] = S0 (t:m), where t: > 0 is the 
radius of the balls Be(c(x)). 

Recalling that, by Definition 4.5, {gi} is a uniformly continuous family of functions 
over S*' assume, for a moment, that, for each integer j ~ 1, the function gi: Si-+ 
([ -/3, /3rl+ 1 can be extended into a function hi: (Rm)i<d+ 1>-+ ([-/3, /3Jmt+ 1 in such a 
way that {hi} is a uniformly continuous family of functions over the entire space 
S0 (Rm). For j = 0 let h0 be the constant function h0 := c(O). Using the functions {hi}, 
we can define a function M: S0 (Rm)-+ S0 (Rm) as follows. For every u E S0 (Rm), the 
elements of the sequence y: = Mu are given by 

(Yi(d+ 1), ... , Yu+ l)(d+ 1)- 1): = (ui(d+ 1), ... , Uu+ 1)(d+ 1)-d - hj(uo, ... , ui(d+ 1>- d 
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j = 0, 1, 2, .... As a direct consequence of this definition, it follows that Mis bicausal, 
and, by the uniform continuity of the family {hJ, the function M is uniformly /00

-

continuous. In view of the fact that lhil ~ P for all integersj ~ 0, we obtain by Lemma 
4.4 that Mis unimodular. Furthermore, since hi= gi on Si for all integersj ~ 0 (i.e. hi is 
the centre of the ball Big)), it follows by our construction of M that M[S*J = S0 (em). 
Thus, recalling that S* is a stability subspace, the last formula implies that S* is a full 
stability subspace, and consequently our assertion will be proved upon the construc
tion of the extensions {hi}. 

We construct the extensions {hi} as follows. For j = 0 we let h0 := c(O), a constant. 
For each integer j ~ 1 we note that Sic (Rmy<d+ 0 is a closed set, and we construct the 
extension hi:(Rmy<H 1>-+([ -P, p]mt+1 of the function gi:Si-+([ -P, p]mt+1 using 
the standard construction employed in the proof of the Tietze Extension Theorem (see 
e.g. Kuratowski 1961). We show below that the family {hi} constructed in this way 
inherits the uniform continuity of the family {gi }. We start with a review of the 
construction employed in the Tietze Theorem. 

For an integer k = 1, ... , m(d + 1), denote by g1J: Si-+ [ - {3, {3] the real-valued 
function that forms the kth component of gi, i.e. gi = (gJ, .. . , gj<d+ 1>), and, similarly, let 
hJ: (Rm)i<d+ 1>-+ [ -/3, /3] be the kth component of hi. It is evidently enough to show 
that, for each fixed k, the family of real-valued functions { hJ} j: 1 is uniformly 
continuous over the whole space S0 (Rm), so we fix an integer kE {1, ... , m(d + 1)}. 
Given a point x E (Rmy<d+ 0 and a subset Ac (Rm)i<d+ 1>, we denote by a(x, A):= inf 
{Ix - yl, y EA} the distance of x from A. When A is the empty set 0, we let a(x, 0) 
: = 1 for all x. For a fixed integer j ~ 1, and for all integers i ~ 0, we define, recursively, 
the function hJ,i: (Rmy<d+ 1>-+ R as follows. For i = 0 set hJ.o: = O; having constructed 
hJ,i for some integer i ~ 0, we define the two sets 

A/:= {xES11[t;(x)-,t hI,(x)J 's-~G)'p} 
B/: = { x ES;I [ t;(x)-,t hJ.,(x)J;, ~G)' P} 

and we define the function h~. · (Rm\J(d+ 1>-+ R by J,1+ 1. ' 

h~. ( ) . = !(~)i {3[a(x, ~1)- a(x, ~{)] 
J,,+ 1 x · 3 3 a(x, A1) + a(x, Bf) 

It can then be shown that the following holds for all integers i ~ 0 (Kuratowski 1961): 

(a) lhJ,i+1(x)I ~t(t)ip for all xE(Rmy<d+lJ 

(b) lt;(x) - .t ht,(x)l 's G )' P for all x ES J 

00 

(c) the series hJ: = I hJ,i is uniformly convergent on (Rmy<d+ 0 , and it forms a 
i=O 

continuous extension hJ: (Rm)i<d+ 1>-+ [ - /3, PJ of gJ. 

We now show that the family of functions {hJ}j: 1 is uniformly continuous over the 
whole space S0 {Rm). 

Let ~ > 0 be a real number. We have to show that there is a real /J > 0 such that 
lhJ{x) - hJ(y)I < ~ for all integers j ~ 1, whenever the elements x, y E (Rm)i<d+ 1

> satisfy 
Ix - yl < b. To this end, let n ~ 0 be an integer such that l: ~ n+ 1 (i)i P < i~, and, for an 
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integer l ~ 0, denote f/1: = r.f=o hJ,i· Then, in view of (a)- (c) above, the existence of b 
will follow if we show that there is a real /J > 0 such that, for all integers j ~ 1, one has 
1/;\(x) - !1,n(Y)I <!~for all x, y E (Rmy<d+ 1

> satisfying Ix - YI < /J. This, in turn, holds if 
we show that the family of functions {f;\}J= 1 is uniformly continuous over the whole 
space S0 (Rm). We prove the latter by recursion on n. First, since /;~0 = h},o = 0, the 
family {/;~0 } J= 1 is evidently uniformly continuous. By recursion, assume that, for 
some integer l ~ 0, the family {/;~1} J= 1 is uniformly continuous over the whole space, 
and consider the functions /;~1 + 1 , j = 1, 2, 3, .... In view of the recursion assumption 
and the fact that /;~1+ 1 =/;~ 1+h1, 1+1 , we clearly have that the family {/;~1+i}J= 1 is 
uniformly continuous over the whole space if the family { hJ,1 + 1 } J= 1 is uniformly 
continuous over the whole space. We conclude our proof by proving the latter. 

By the uniform-continuity assumptions on the two families of functions {gj}J= 1 

and {/;~1} J= 1 , there is a real ( > 0 such that 

l[gJ(x) - /;~1(x)] - [gJ(y) - /;~1(y)]I < j(j) 1 /3 

for all elements x, y E Si satisfying Ix - yl <(,and for all integers j ~ 1. Consequently, 
by the definition of the sets A/ and B/, we have rx(A/, Bi)~ ( for all integersj ~ 1, which 
implies that [rx(x, Ai)+ rx(x, B{)] ~ ( for all xE(Rm)i<d+l) and for all integers j ~ 1. 
Now, for any pair of elements x, vE(Rmy<d+1l, denote A:= A/, B := B/, u := t(i}1/J, 
ands±:= [rx(x + v, A)± rx(x + v, B)] - [rx(x, A)± rx(x, B)], and note that Is± I~ 2lvl for 
all xE(Rmy<d+1>. Then we have 

lhJ,1 + 1 (x + v) - hJ,1 + 1 (x)I 

ul{[rx(x, A) - cx(x, B) + s_][rx(x, A)+ rx(x, B)] - [rx(x, A)+ rx(x, B) + B+] [rx(x, A) - rx(x,B)]}I 

l[rx(x + v, A) + rx(x + v, B)] [rx(x, A)+ rx(x, B)]I 

I 
8 _ B+ rx(x, A)- rx(x, B) I 

-u + ---------------
- rx(x + v, A) + rx(x + v, B) rx(x + v, A) + rx(x + v, B) rx(x, A) + rx(x, B) 

u[IL I + le+ I] 4ulvl 
~ ( ~-,-

where we used the fact that l[rx(x, A) - rx(x, B)]/[rx(x, A)+ rx(x, B)]I ~ 1. Since the term 
4alvl/ ( is independent of j, this pr.oves that the family {h1,1+1 }J=1 is uniformly 
continuous over the whole space S0 (Rm), and our proof concludes. D 

From the combination of Proposition 4.7 and Theorem 4.8, and from Examples 
( 4.6), we see that many of the systems commonly encountered in practice do indeed 
possess full stability subspaces. The stabilization theory that we develop in the 
following sections is for such systems. 

5. Left-fraction representations of non-linear systems 
Let :E: S0 (Rm)--+ S 0 (RP) be a non-linear system. We say that I: has a left-fraction 

representation if there exists an integer q > 0, a subset Sc S0 (Rq) and a pair of stable 
maps T: Im r.--+ S and R: S0 (Rm)--+ S, where Tis invertible, such that r. = r - 1 R. The 
subset S is called the factorization space of that representation. Our present interest in 
left-fraction representations of non-linear systems is motivated by the fact that they 
are instrumental in the solution of the stabilization problem, as we have discussed in 
§ 1. Given a left-fraction representation of I: and one pair of compensators n and ¢ 
that stabilize r. through the configuration (3.1), one can easily construct infinitely 
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many new pairs of compensators stabiiizing 2:, by using a left-fraction representation of 
I: and the straightforward pattern described in (1.7). In other words, left-fraction 
representations can be used to parametrize solutions of the stabilization problem in a 
particularly transparent way, and thus they become a tool of central importance in the 
theory of stabilization. In the present section, we discuss a few basic questions related 
to the existence and the construction of left-fraction representations of non-linear 
systems. We shall provide a more detailed exposition of the theory of left-fraction 
representations of non-linear systems in a separate report. Our present discussion 
augments the study of recursive left-fraction representations given in Hammer 
(1984 a). 

From general principles in duality theory, the construction of left-fraction 
representations of systems is dual to the construction of right-fraction representations 
of systems. Let I:: S0 (Rm) ~ S0 (RP) be an injective system. As we have seen in§ 2, the 
basic space used in the construction of right-fraction representations of I: is the direct 
product of the Image of I: by the Domain of I:, i.e. the space (Im I:) x S0 (Rm). For 
instance, the factorization space of a right-coprime fraction representation of I: is C
morphic to the graph of I:, which is a subset of (Im I:) x S0 (Rm). As we know from 
duality theory, the dual of a domain is a codomain, the dual of a codomain is a 
domain, the dual of a projection is an injection, and the dual of a direct product of two 
sets is a disjoint union of two sets (see e.g. MacLane 1972). (We recall that a disjoint 
union S 1 u S 2 of two sets S 1 and S 2 is the union of disjoint copies of S 1 and S 2 .) Thus, 
from duality considerations, we would expect the disjoint union 

U(I:): = (Im I:) u S0 (Rm) 

to play a central role in the theory of left-fraction representations of nonlinear 
systems. We shall need to identify U(I:) with a subset of S0 (Rq+ 1 

), where q: = 
max {p, m}, in the following Way. Denoting C(: = q- m and /3: = q- p, we identify 
S0 (Rq+ 1 ) = S0 (Rm) x S0 (Ra) x S0 (R) and S0 (Rq+ 1 ) = S0 (RP) x S0 (RP) x S0 (R) where, 
for notational convenience, we let S0 (R0

): = 0. Then, using two arbitrary, but distinct, 
elements u1 , u2 E S0 ((}), where (} > 0 is a fixed real number, we construct the two sets 
S' := (Im I:) x Ox u1 , where Im I: c S0 (RP) and 0ES 0 (RP), and S" := S0 (Rm) 
x Ox u2 , where 0ES 0 (W). Clearly, S' and S" are two disjoint subsets of S0 (Rq+ 1

), 

and we identify 
U(I:):= S'uS" 

We denote by 
ir.: Im I:~ U(I:), i0 : S0 (Rm) ~ U(I:) 

the natural injections satisfying ir.[Im I:]= S' and i0 [S0 (Rm)] = S", and we call ir. and 
i0 the canonical injections. Whenever referring to U(I:), we shall always mean this 
particular construction with its canonical injections. In the next result we show that 
U(I:) is indeed the fundamental underlying space for the construction of left-fraction 
representations of I:. We need the following notation. Given a function g: S 1 ~ S 2 and 
an element u ES 1 , we denote by Kg(u) the equivalence class of all elements x ES 1 for 
which g(x) = g(u) (i.e. the respective equivalence class in kernel g). 

Theorem (5.1) 

Let I:: S0 (Rm) ~ S0 (RP) be an injective system. Let U(I:) and the canonical 
injections ir.: Im I:~ U(I:) and i0 : S0 (Rm) ~ U(I:) be as defined above. Then the 
following hold true. 
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(i) Let r > 0 be an integer. Each stable function g: U(I:)-+ S0 (W) satisfying 
Kg(i0 u) = {i0 u, i2:I:u} for all elements uES 0 (Rm), gives rise to a left-fraction 
representation 1: = r - 1 R having the factorization space Im g, where T: = 

gi2:: Im 1:-+ Im g is an invertible stable map and where R : = gi0 : S0 (Rm)-+ 
Im g is a stable map. 

(ii) If L = r1-
1 R1 is any left-fraction representation of I: with factorization space 

S 1 then there is a stable and surjective function g 1 : U(L)-+ S 1 satisfying 
Kg

1
(i0 u) = {i0 u, i2:1:u} for all elements uES 0 (Rm), and T1 =g 1i2:, R1 =g 1i0 . 

As we can see from the Theorem, left-fraction representations of L are obtained 
from stable functions g having U(L) as their domain, and satisfying the requirement 
that every equivalence class in kernel g consists of exactly two points-a point 
u E S0 (Rm) and its counterpart LUE Im 1: (both appropriately injected into U(:I:)). 

Proof of Theorem 5 .1 
(i) Let g: U(I:)-+S 0 (R') be a stable function satisfying Kg(i0 u) = {i0 u, i2:I:u} for all 

elements u E S0 (Rm). Then the functions T: = gi2:: Im 1:-+ Im g and R: = gi0 : S0 (Rm) 
-+ Im g are basically the restrictions of g to the sets S' and S" respectively, and 
consequently are stable by the stability of g and the construction of U(L). Since 
Kg(i0 u) = {i0 u, i2:Lu} for all uES 0(Rm), we clearly have that Tis injective and that 
Im T = Im g, so Tis invertible. The same fact also implies that gi0 u = gi2:Y if and only 
if y = LU. Equivalently, Ru = Ty if and only if y = LU and, since Tis invertible, we 
obtain r - 1 Ru= 1:u for all u E S0 (Rm), which concludes the proof of (i). 

(ii) Let I:= r1-
1 R1 be a left-fraction representation of I: with factorization space 

S1 . Define the function g: U(L)-+S 1 as follows. g(i0 u) := R 1u for all uES 0 (Rm), and 
g(i2:Y): = T1 y for all y E Im I:. Then g is a stable function defined on U(L), by the 
stability of R 1 and of T1 and by the construction of U(I:). To check kernel g, we note 
that the restrictions of g to i 0 [S0 (Rm)] and to i2:[Im I:] are both injective by the 
injectivity of R 1 and of T1 respectively (R1 is injective because Lis). Consequently, if 
gv1 = gv2 for a pair of elements v1 # v2 then we must have either v1 E i2:[Im 1:] and 
v2 Ei0 [S0 (Rm)], or v2 Ei2:[Im I:] and v1 Ei0 [S0 (Rm)]. Now, let uES 0 (Rm) and yElm L 
be a pair of elements. Then, clearly, g(i0 u) = g(i2:Y) if and only if R 1u = T1y, or, 
equivalently, if and only if y=T 1-

1 R 1u=LU. Thus Kg(i0 u)={i 0 u,i2:I:u} for all 
uES 0 (Rm), and, taking g1 := g, our proof concludes. D 

Before continuing with our discussion of left-fraction representations, we need to 
introduce a certain map R: S0 (Rm)-+ S0 (Rm) that has several important applications 
in our theory. The main use of this map is to transform functions that are continuous 
with respect top into functions which are continuous with respect to 100

• We shall refer 
to R as the metric transformation, and it is defined as follows. For every sequence 
u E S0 (Rm), the sequence y: = Ru E S0 (Rm) is given elementwise by 

(5.2) 

It is easy to see that R is uniformly continuous with respect top as well as with respect 
to ZC:

0
, and it is bicausal and invertible. Moreover, as the definition states, R is actually 

linear, and it can be implemented by a simple linear time-varying system. Our interest 
in R arises from the following. 
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Lemma (5.3) 

Let I.: S0 (Rm)-+ S0 (W) be a map that is uniformly continuous (with respect to p) 
on a set S c'S 0 (Rm), and let R: S0 (RP)-+ S0 (RP) be the metric transformation. Then the 
map RI.: S0 (Rm)-+ S0 (RP) is uniformly 100 -continuous on the set S. 

Proof 
Let 8 > 0 be a real number. In view of the uniform continuity of I. on S, there exists 

a real o > 0 such that p(I.u' - I.v') < 8 for all elements u', v' ES for which p(u' - v') < o. 
By the definition of p, we clearly have that p(u - v) < o for all elements u, v ES for 
which lu - vi< o, so that, by the previous observation, p('f.u - '.Ev)< 8 for all elements 
u, v ES for which lu - vi< o. Furthermore, by the definition of R, the inequality 
p('.Eu - '.Ev)< 8 implies that IR(I.u - I.v)I < 8, and, by the linearity of R, we obtain 
IRI.u - RI.vi < 8. Thus, for every real 8 > 0, there is a real o > 0 such that 
IR'.Eu - RI.vi < 8 for all elements u, v E S satisfying lu - vi < o, and RI. is uniformly 
lCX)-continuous on S. D 

In our construction of the stabilizing compensators for a system 'f. we shall need a 
left-fraction representation of 'f. in which both the numerator and the denominator 
functions are uniformly Z00 -continuous. The reason why such a need arises will become 
clear in § 7, where the construction of the stabilizing compensators is discussed. 
Presently, we show that, using the metric transformation R, such a left-fraction 
representation can be readily constructed on any stability subspace of an injective 
homogeneous system I.. Indeed, let I.: S0 (Rm)-+ S0 (RP) be an injective homogeneous 
system. let Sc S0 (Rm) be a stability subspace of I., and let()> 0 be a real number for 
which Sc S0 (0m). By homogeneity, I. is continuous on the closure S of S in S0 (0m) 
(§ 2). Consequently, by the compactness of Sand the injectivity of 'f., the restriction 
I..s< S-+ I.[SJ of I. actually is a homeomorphism, and I.[SJ is compact. Thus the 
inverse map I.i 1

: I.[SJ-+ S is uniformly continuous (with respect to p). Now, let 
R: S0 (Rm)-+ S0 (Rm) be the metric transformation. Then, by Lemma 5.3, the map T5 : = 
RI.i 1

: 'f.[S]-+ R[SJ is uniformly Z00 -continuous. Furthermore, since Ts· is invertible, 
we obtain the left-fraction representation Ls= Ti 1 R, where Ts and Rare both stable 
and uniformly Z00 -continuous. The factorization space of this representation is, as we 
see, R[S]. Recalling that R is bicausal and uniformly Z00 -continuous over the whole 
space S0 (Rm), we obtain the following. 

Proposition (5.4) 

Let I.:S 0 (Rm)-+S0 (RP) be an mJective homogeneous system, and let S be a 
stability subspace of I.. Denote by Ls: S-+ I.[S] the restriction of I. to S. Then there 
exists a left-fraction representation I. 8 = Ti 1 R, where Ts: I.[SJ-+ R[SJ and R: S 
-+ R[SJ are stable and uniformly Z00 -continuous, and where R has an extension into a 
bicausal and uniformly Z00 -continuous map: S 0 (Rm)-+ S0 (Rm). 

6. Extension of maps and causality 
The theory of stabilization for a system I.: S0 (Rm)-+ S0 (RP) critically depends on 

the extension of certain stable and causal maps, which are originally defined over 
some subspace of S0 (Rm), and which have to be extended into stable and causal maps 
defined over the whole space S0 (Rm). This problem of extending stable and causal 
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maps is inherent to stabilization theory, and it is encountered in the linear case as well 
(see e.g. Hammer 1983 a, b). In the present section we derive the extension theorems 
for stable and causal maps necessary for our construction of the stabilizing 
compensators n and <pin the next section. We start with the following. 

Theorem ( 6.1) 

Let(}> 0 be a real number, and let S be a closed subset of S0 ((}m). Let F: S-+ S0 (RP) 
be a stable and causal map. There then exists a causal and stable extension Fe: S0 ((}m) 
-+ S0 (RP) of F. 

Proof 

For every integer k~O we define two projections pk:S 0 (Rm)-+(Rmt+ 1 and 
qk: S0 (Rm)-+ Rm as follows: pku: = ui for all sequences u E S0 (Rm), namely the projec
tion onto the first k + 1 elements; and qku: = uk for all sequences u E S0 (Rm), namely 
the projection onto the kth element. Now, let Sk: = pk[S], k = 0, 1, 2, ... , and note that, 
since Sc S0((}m), we have Sk c ([ -e, (}]mt+ 1. By the causality of F, we can define, for 
every integer k ~ 0, a function F k: Sk-+ RP such that, for every element u ES, the value 
F k(pku) : = qkFu. Then, for every element u ES, the output sequence y: = Fu is given 
elementwise by Yk = Fkpku, k = 0, 1, 2, ... , and the set of functions {Fdk =o completely 
characterizes, and is characterized by, the system F. In view of the continuity of F, 
each one of the functions F k is continuous. By the stability of F and the fact that 
Sc S0 ((}m), there is a real number ct> 0 such that F[S] c S0 (ctP), which implies that 
Fk[Sk] c [ -ex, cx]P for all integers k ~ 0. Also, since Sc S0 ((}m) and is a closed subset, 
each one of the sets Sb k = 0, 1, 2, ... , is a closed subset of([ - e, (}]mt+1

• Consequent
ly, by the Tietze Extension Theorem (see e.g. Kuratowski 1961), there is, for every 
integer k ~ 0, a continuous extension F:: ([-{},(}]mt+ 1 -+ [ -ct, ct]P of the function Fk. 
We now define the system Fe: S0 ((}m)-+ S0 (ctP) as follows. For every sequence u E S0 ((}m) 
the output sequence y : = F eu is given, elementwise, by Yk: = Fkpku, k = 0, 1, 2, .... The 
function Fe is then clearly an extension of F, and Fe is causal by its construction, since 
Yk is determined by ui. Thus it only remains to show that Fe is continuous as well. To 
this end, choose a real number B > 0. Let n ~ 0 be an integer for which 2-<n+ 1>ct < !e. 
By the continuity of the functions F 0 , F 1 , ..• , F" on their respective (compact) do
mains, there are real numbers bi> 0, i = 0, ... , n, such that IFiu - Fivl < B for all ele
ments u, vE([ -8, (}]m)i+l satisfying lu-vl <bi.Let b := min {b0 , ••• , bn}· Then, by the 
definition of our metric p and by the choice of n, we obtain that p(Fex - Fey)~ max 
{IFoXo-FoYol, ... , 2-"1Fnxi-Fn.1ol, 2- "ct}<e for all elements x, yES 0((}m) 
satisfying p(x - y) < 2 - n b, and it follows that Fe is continuous (with respect to p) 
over S0 ((}m). This concludes our proof. D 

As we can see, Theorem 6.1 generates a causal and stable extension to the domain 
S0 ((}m). In order to extend further from S0 ((}m) to the whole space S0 (Rm), we shall use 
composition with the map E considered in the following simple Lemma. 

Lemma (6.2) 

Let (} > 0 be a real number, and let I: S0 ((}m)-+ S0 ((}m) be the identity map. There 
exists a uniformly 100 -continuous extension E: S0 (Rm)-+ S0 ((}m) of I. 
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Proof 

We first define the function e: Rm~ [ - (}, (}Jm as follows. For every vector 
(x1 , ... , xm)ERm, we set e(x1 , ... , xm) := (a1 , ... , am), where, for each i = 1, ... , m, we let 
ai: = xi if lxil ~ (} and ai:,:; (}(sign xJ exp((} - lxil) if lxil > e. The function e is 
evidently uniformly continuous on Rm, and the system E: S0 (Rm) ~ S0 ((}m) having the 
recursive representation 

E: Yk = e(uk), k = 0, 1, 2, ... 

y = Eu, clearly satisfies the requirements of the Lemma. We note that Eis actually a 
static system. D 

We interrupt now our discussion of the extension of maps with a discussion of 
certain causality properties of systems which are needed in the sequel. Let A be 
an integer, and let D;. be the 1-step shift operator, defined, on any sequence u, by 
D;.u]k: = uk- ). for all integers k for which uk-). exists. Turning now to causality proper
ties, let n be any integer, and let L: S 1 ~ S2 be a system, where S 1 c S0 (Rm) and 
S2 c D" [S0 (W)]. We say that L has latency of at least A, denoted .P(L) ~ A, if there is 
an integer A such that, for every pair of input sequences u, v ES 1 and for every integer 
k ~ 0, the equality ui = vi implies Lu]~+;.= Lv]~H. We say that L has well-de.fined 
latency if there is an integer A such that .P(L) ~ A. Intuitively, the latency is a 'time 
delay' incurred in the propagation of changes from the input of L to the output of L. 
The latency may be either positive, when the system induces a delay, or negative, when 
the system exhibits anticipatory behaviour for some of its inputs. By definition, a 
system L is causal if and only if .PfL) ~ 0, and it is strictly causal if and only if 
.P(L) ~ 1. We list now a few simple properties of latency. 

Proposition (6.3) 

Let L1 :S1 ~s2 and L2:S2~S3, where S1 cSo(Rm), S2 cD). 1 [S0(RP)J and S3 
c D;.1 Hi [S0 (Rq)J, be systems with well-defined latency .P(L 1 ) ~ 11 and .P(L 2 ) ~ 12 . 

Then the composition L: = L2L 1 has well-defined latency, and .P(L) ~ 12 + 11 . In 
particular if 12 + 11 ~ 0 then L is a causal system. 

Proof 

Let u, vES 1 be a pair of input sequences. We show that, for any integer k ~ 0, the 
equality ui = vi implies that Lu]17.t"1:;.2 = Lv]it:1:;. 2

• This fact has the clear 
consequence that .P(L) ~ 11 + 12 , which is what we need to prove. Now assume that 
ui =vi.Then, since l 1 is the latency of L 1 , we have L 1u]17;.1 = l: 1v]l7;. 1

; since l 2 is 
the latency of L 2 , it further follows that L2 (L1u)Jl7.t-1:;.2 = L2 (L1v)]17.t-1:;.2

, and our 
assertion follows. D 

For the case of a recursive system L, one can easily derive the following bound for 
the latency. 

Proposition (6.4) 
Let L:S 1 ~s 2 , where S1 c S0 (Rm) and S2 c S 0 (RP), be a recursive system with a 

recursive representation YH,,+ 1 = f(y~+,,, u~+µ) (and some fixed initial conditions). 
Then L has well-defined latency, and .P(L) ~ 17 + 1 - µ. 
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A simple, but important, consequence of well-defined latency is the following 
simple remark. Let L: S 1 -+ S2 be a system with well-defined latency, say .P(L) ~ A. 
Then it is a direct consequence of the definitions that the system v - ;.L is a causal 
system. In other words, a system having well-defined latency can be transformed into 
a causal system simply by composing it with an appropriate time shift. We state this 
fact formally. 

Proposition (6.5) 
A system L: S1 -+ S2 , where S1 c S0 (Rm) and S2 c S0 (RP), has well-defined latency 

if and only if there exists an integer 2 such that the system v - ;.L: S1 -+ v - ;.[S2 ] is a 
causal system. 

Let L:S 0 (Rm)-+S0 (RP) be a causal system, let L':S 0(Rm)-+Im L be the restriction 
of L, and let L*: Im L-+ S0 (Rm) be a right-inverse of L'. We say that the system L is 
normal if L* can be chosen so that it has well-defined latency. Most systems of 
common interest are normal. For instance, if Lis a recursive system then L* can be 
chosen as a recursive system (see e.g. Hammer 1984 a), in which case L* has well
defined latency by Proposition 6.4. Thus a recursive system is normal. 

The following is a specific result that we need for the construction of the stabilizing 
compensators in the next section. It is based on Proposition 5.4. 

Lemma (6.5) 

Let L: S0 (Rm)-+ S0 (RP) be an injective, homogeneous, causal and normal system. 
Let Ss be a stability subspace of L, and let Ls: Ss-+ L[SsJ be the restriction of L. There 
then exists a pair of stable and uniformly 100 -continuous maps R: S0 (Rm)-+ S0 (Rm) and 
T:S 0 (RP)-+S0 (Rm), where R is bicausal and Thas well-defined latency, such that the 
restriction ~: L[SsJ-+ TI:[SsJ of Tis an invertible map, and Ls=~ - i R. 

Proof 

We modify the proof of Proposition 5.4 (stated immediately preceding that 
Proposition), using the same notation. Let F: = Lj 1

: L[SsJ-+ Ss, and let e > 0 be a 
real number such that Ss c S0 ((r). Since Ss is a stability subspace and L is 
homogeneous, there is a real ex> 0 such that L[SsJ c S0 (cxP), and L[SsJ is a compact, 
and hence closed, subspace of S0 (cxP). Since Lis normal and causal, there is an integer 
2~0 such that the map F 1 := v - ;.F:L[SsJ-+D - ;.[SsJ cD - ;.[S0 (8m)] is causal. By 
(a slight modification of) Theorem 6.1, there is a causal and continuous extension 
Fe:S 0 (cxP)-+D- ;.[S0 (8m)] of F 1 (to obtain this result, the proofofTheorem 6.1 has to 
be slight!y modified so that the extensions n are constructed only for all integers k ~ 
-A, instead of for all integers k ~ 0). Since S0 (cxP) is compact, Fe is uniformly 
continuous. Denoting G: = D;.Fe:S0 (cxP)-+ S0 (8m), we have that G is still 
uniformly continuous over S0 (cxP), has well-defined ldtency .P(G) ~ A., and the 
restriction of G to L[SsJ is equal to Lj1, i.e. Gx = Lj 1x for all xE:E[SsJ. Now, let 
R: S0 (Rm)-+ S0 (Rm) be the metric transformation defined in§ 5. Then, by Lemma 5.3, 
the map RG: S0 (cxP)-+ S0 (8m) is uniformly 100 -continuous. Let E: S0 (RP)-+-S0 (cxP) be 
the extension of the identity map J: S0 (cxP)-+ S0 (cxP) constructed in Lemma 6.2. Then 
the map T: = RGE: S0 (RP)-+ S0 (8m) is clearly uniformly 100 -continuous and stable. In 
view of the facts that R is bicausal, E is causal and .P( G) ~ 2, it follows that also 
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.P(T) ~ .-l. Finally, the restriction Ts: l:[S 5 ] ~ Tl:[S 5 ] of Tis clearly equal to R"£.j 1
, and 

consequently, in view of the proof of Proposition 5.4, Ts is invertible, and the left
fraction representation Ls= Tj 1 R satisfies the requirements of the present Lemma 
over S5 , and hence also over S5 • D 

We close this section with the following handy result. 

Proposition (6.6) 
Let M: S0 (Rm) ~ S0 (Rm) be a bicausal map, and let F: S0 (Rm) ~ S0 (Rm) be a 

strictly causal map. Then the map G: = M + F: S0 (Rm) ~ S0 (Rm) is bicausal. 

Proof 

Define the map G1 := GM - 1 = (M + F)M - 1 = J + FM - 1
, where I is the identity 

map on S O (Rm). Then, since FM - 1 is still strictly causal, the argument provided in the 
proof of Lemmas 1 and 2 of Hammer (1984 b, § 2) implies that G1 is bicausal. But then, 
since G = G1M, we obtain that G is bicausal as well. D 

7. The stabilization procedure 
We are now in a position to provide the description of a procedure that leads to 

the stabilization of a given non-linear system l:: S0 (Rm) ~ S0 (RP). We use (3.1) as our 
basic control configuration, and we construct pairs of compensators n and ¢ that, 
when connected in closed loop around the system l:, yield a system l:c1r.t/>l that is 
internally stable for input sequences from S0 (8m), where e > 0 is an arbitrary real 
number specified in advance (see the discussion of bounded-input stabilization in § 3). 
We shall construct a whole family of pairs of compensators n and ¢ yielding 
stabilization, thus allowing freedom of choice in selecting the pair most convenient for 
each implementation. 

Naturally, our procedure is not valid for all conceivable non-linear systems 
"£,: S0 (Rm) ~ S0 (RP). The diversity of singular behaviour possible for a non -linear 
system is boundless, and, as we have discussed in the opening of§ 4, certain non-linear 
systems are not even stabilizable in the usual sense of the word. The restrictions that 
we shall impose on the system l: are listed below, and they were discussed in detail in 
the previous sections of this paper. As we have noted in those sections, the restrictions 
are satisfied in many common practical applications. A system "£.: S0 (Rm) ~ S0 (RP) 
that can be stabilized through the procedure described in the present section must 
satisfy the following requirements (in parentheses we list the section in which the 
named property was discussed): 

(7.1) "£. must be homogeneous(§ 2); 

(7.2) "£. must possess a full stability subspace (§ 4); 

(7.3) "£. must be causal and normal(§ 6); 

(7.4) "£. must be injective. 

The first three requirements are of a fundamental nature, and our stabilization 
procedure inherently depends on their validity. The last requirement - that l: be 
injective-however, is not really fundamental, and our theory can be readily extended 
to the non-injective case as well, as we show in a moment. We use here the injectivity 
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assumption just for convenience, since it leads to the simplification of some technical 
arguments. 

The non-injective case 

One way of circumventing the injectivity requirement (7.4) is the following. 
Suppose :E: S0 (Rm)---+ S0 (Rq) is a strictly causal system satisfying requirements 
(7.1)- (7.3), but not necessarily (7.4). Let p: = max { m, q}, and define the identity 
embedding maps .§ 1 : S0 (Rm)---+ S0 (RP) and J 2 : S0 (Rq)---+ S0 (RP) as follows. If q ~ m 
write S0 (RP) = S0 (Rq) = S0 (Rm) x S0 (Rq-m), let J 1 : S0 (Rm)---+ S0(RP): J 1 [S 0 (Rm)J = 

S0 (Rm) x O be the obvious identity injection, and let J 2 : S0 (Rq)---+ S0 (RP) ( = S0 (Rq)) 
be the identity map. If q < m write S0 (RP) = S0 (Rm) = S0 (Rq) x S0 (Rm- q), let 
J 2 : S0 (Rq)---+ S0 (RP): J 2 [S0 (Rq)] = S0 (Rq) x O be the obvious identity injection, and 
let J 1 :So(Rm)---+ S0(RP)( = S0(Rm)) be the identity map. Then, clearly, the system :E': = 
(.§ 1 + J 2:E): S0 (Rm)---+ S0 (RP), which is a simple modification of the given system :E, is 
injective by the strict causality of l:, and it still satisfies (7.1)-(7.3) because L satisfies 
these requirements. Consequently, our stabilization procedure can be used to stabilize 
the system :E'. But this will yield the stabilization of the original system :E in a 
configuration that is a slight modification of (3.1). Basically, the only modification 
occurring in (3.1) in this way is that the input of the feedback compensator</> becomes 
y + w2 instead of just y. Thus the injectivity assumption (7.4) does not significantly 
limit the scope of our stabilization theory. Of course, more direct methods of 
eliminating the injectivity assumption could also be used. 

Several simple examples of systems for which our theory applies are listed in ( 4.6); 
Proposition 4. 7 and Theorem 4.8 provide an example of a class of such systems. 
Generally speaking, most practical stabilizable systems can be stabilized using the 
procedure described in this section. 

We turn now to a step-by-step description of the procedure for stabilizing a system 
:E:S 0 (Rm)---+S0 (RP) that satisfies (7.1)-(7.4). We let 8>0 be a specified real number, 
serving as the bound for the input sequences feeding the stabilized system L(ir,4>>· The 
following steps 1- 7 lead to the construction of a precompensator n and a feedback 
compensator</> that, when connected in the closed loop (3.1) around :E, yield a system 
:E(ir,4>> that is internally stable for input sequences belonging to S0 (8m). 

Step 1 

Choose a full and closed stability subspace Ss of l:. The existence of a full stability 
subspace is required in (7.2), and the implications of this requirement are discussed in 
§ 4. The stability subspace can be chosen closed as a result of the homogeneity of :E, 
required in (7.1) (see§ 2). Section 4 also contains a discussion of how a full stability 
subspace can be computed for some common types of systems :E (see, in particular, 
Example 4.6, and the proofs of Proposition 4. 7 and Theorem 4.8). 

Step 2 
Choose a bicausal, stable and uniformly 100 -continuous map M :·S0 (Rm)---+ S0(Rm) 

satisfying M[S 5 ] = S0 ((58t). The existence of M is a direct consequence of the 
definition of a full stability subspace and the discussion in the paragraph preceding 
(3.8). The computation of M for some common types of systems :Eis described in the 
proof of Theorem 4.8. 
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Step 3 
Let R: S0 (Rm) _,. S0 (Rm) and T: S0 (RP) _,. S0 (Rm) be the pair of maps constructed in 

Lemma 6.5 for our present system Land the stability subspace Ss (the assumptions of 
the Lemma are satisfied by (7.1), (7.3) and (7.4)). As stated in the Lemma, Rand Tare 
both stable and uniformly [00 -continuous, R is bicausal and Thas well-defined latency, 
say .P(T) ~ A for some integer A. By the causality of Land the construction described 
in the proof of Lemma 6.5, we can take A. ::::; 0. 

Step 4 

Choose an arbitrary causal, stable and uniformly 100 -continuous map h1 : S0 (Rm) 
_,. S0 (Rm). Let D be the one-step time-delay operator (see § 6), and define the map 
h: S0 (Rm) _,. S0 (Rm), for all elements u E S0 (Rm), by hul = 0 for i = 0, ... , -A., and hul 
=D 1 - ;.h1ul for all integers i~ 1-A.. 

Step 5 

Define the maps 

A:= hT: S0 (W)-,. S 0 (Rm) 

B: = M - hR: S0 (Rm) _,. S0 (Rm) 

Clearly, A and Bare stable and uniformly [00 -continuous. Furthermore, by the choice 
of A, the maps hT and hR are both strictly causal. Consequently, A is strictly causal, 
and, since Mis bicausal, Bis bicausal by Proposition 6.6. The latter implies that B has 
an inverse B - 1. 

Step 6 

Compute the inverse B- 1 : S0 (Rm) _,. S0 (Rm). 

Step 7 

Set 

n: = B- 1 : S0 (Rm) _,. S0 (Rm) 

<P: = A: S0 (W)-,. S0 (Rm) 

In this way, we obtain a family of pairs of compensators n and¢, one pair for each 
choice of the function h1 in Step 4. (Of course, additional degrees of freedom are 
available in the construction of the functions M, Tand R.) We now show that, for each 
such pair of compensators, the system I:cn,4>> is internally stable for all input sequences 
bounded by fJ. 

Theorem (7 .5) 

Let I:: S0 (Rm) _,. S0 (RP) be a homogeneous, causal, normal and injective system, 
having a full stability subspace. Let fJ > 0 be a real number, and let n: S0 (Rm) _,. S0 (Rm) 
and </>: S0 (RP)-,. S0 (Rm) be a pair of compensators constructed in Steps 1- 7 above. 
Then the system I:(n,4>> is internally stable for all input sequences u E S0 (fJm). 

Proof 

We show that the conditions of Theorem 3.9 are satisfied. By the homogeneity of 1: 
and Theorem 2.4, there is a right-coprime fraction representation I: = PQ - 1, where 
P: s-,. S0 (RP) and Q: S-,. S0 (Rm) are stable and right-coprime maps, and where 
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Sc S0 (Rq) is the factorization space. Let S5 be the closed stability subspace chosen in 
Step 1. By the definition of stability subspaces, there is a pair ofreal numbers tX > 0 and 
/3 > 0 such that S5 c S0 (,:xm) and I:[S 5 ] c S0 ({3P). By the coprimeness of P and Q, there 
is a real y>O such that P*[S 0 (f3P)]nQ - 1 [S0 (tXm)]cS0 (yq), and, since clearly 
Q- 1 [S5 ] c P*[S 0 ({3P)] n Q- 1 [S0 (tXm)], we obtain that Q- 1 [S5 ] c S0 (yq). Let S 1 : = 
Q- 1 [S5 ] c S, and let S1 be the closure of S 1 in S 0 (yq). By the coprimeness requirement, 
S1 c S. Further, by the continuity and injectivity of Q, the restriction of Q to S1 is a 
homeomorphism by the compactness of S1 . Since Q[S1 J = S5 and since S5 was closed, 
we have S5 = S5 , so that the injectivity of Q implies that also S1 = S 1 . Recalling from 
Step 2 that M[S 5 ] = S0 ((58t), let M 1 : S5 -+ M[S 5 ] = S0 ((58t) be a restriction of M. 
Then, M 1 is unimodular. Let Q1 : S 1 -+ Q[S 1 ] = S5 be the restriction of Q. Then, as we 
saw before, Q 1 is unimodular, anct,- consequently, the map M *: = 
¥ 1Q 1 :S 1 -+S0 ((58t) is unimodular as well. Consider now the maps T and R of 
Step 3. Using the notation of Lemma 6.5, we have I:s = T8- 1 Ron S5 , or PQ - 1 = 
7s- 1 R on S5 , or T8Pu=RQ 1u for all elements uEQ - 1 [S5 ] =S 1 . Using the maps A 
and B of Step 5, we obt~in, for all elements uES 1 , that APu + BQu = hTPu + 
(M - hR) Qu=hTsPu+(M 1 -hR) Q1u=hTsPu-hRQ 1u+M 1Q1u=hTsPu-hTsPu 
+M 1Q1u=M 1Q1u=:M*u, so that 

APu + BQu = M*u 

for all elements uES 1 , where the unimodular transformation M* satisfies M*[S 1 ] = 
S0 ((58t).'Moreover, A and Bare stable, and, being uniformly zm-continuous, they are 
differentially bounded by 8 (for any real 8 > 0). Also, as we noted in Step 5, A is causal 
and Bis bicausal. Thus all conditions of Theorem 3.9 are satisfied, whence LcB- 1,A> is 
internally stable on S0 (8m). This concludes our proof. 0 

An interesting consequence of Theorem 7.5 is that, when using non-linear 
compensators, an unstable system I: can be made internally stable through precom
pensation alone. This occurs, for instance, when the function h1 of Step 4 is chosen as 
the zero function, which results in <p = 0 in Step 7.-As is well known from the linear 
theory, an unstable linear system cannot be rendered internally stable by the 
application of linear precompensation alone. The fact that the situation is different 
when the linearity restriction on the compensators is released is a manifestation of the 
large freedom that one has in designing non-linear compensators. Finally, we remark 
that, even though injectivity of the system I: is required in the statement of Theorem 
7.5, our present theory also yields a stabilization procedure for non-injective systems, 
as described earlier in this section. 
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